In one embodiment, a primary storage system includes logic integrated with and/or executable by at least one controller, the logic being adapted to: receive a request to establish a Peer-to-Peer Remote Copy (PPRC) relationship between a primary storage system and a secondary storage system; set a path between the primary storage system and the secondary storage system via a hardware connection in response to receiving the request; receive a memory map; establish the PPRC relationship between the primary storage system and the secondary storage system in response to receiving the memory map; and copy, based at least in part on the memory map, one or more data tracks of a primary storage device to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.
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SYSTEMS, METHODS AND COMPUTER PROGRAM PRODUCTS FOR SELECTIVE
COPYING OF TRACK DATA THROUGH PEER-TO-PEER REMOTE COPY

BACKGROUND

The present invention relates to data storage, and more particularly, to migrating data from one volume to a new target volume by via Peer-to-Peer Remote Copy (PRRC).

In conventional data storage systems, PPRC is a common protocol used to replicate a volume, such as a direct-access storage device (DASD), from one control unit (primary control unit) to a secondary control unit. According to present PPRC protocol, establishing a PPRC pair to replicate a volume from a primary control unit to a secondary control unit volume requires copying every single track on the primary control unit volume, regardless of whether each track contains data or not. This approach undesirably introduces unnecessary overhead in the PPRC pair establishment process by copying tracks that contain no data.

Therefore, a storage solution which improves the migration of data from one control unit to another control unit by reducing overhead in the PPRC pair establishment process would be beneficial.

SUMMARY

In one embodiment, a primary storage system includes: at least one primary storage device; at least one controller; an interface for a hardware connection that is adapted to communicate data between the primary storage system and a secondary storage system; and logic integrated with and/or executable by the at least one controller, the logic being adapted to: receive a request to establish a Peer-to-Peer Remote Copy (PRRC) relationship between the primary storage system and the secondary storage system; set the path between the primary storage system and the secondary storage system via the hardware connection in response to receiving the request; receive a memory map; establish the PPRC relationship between the primary storage system and the secondary storage system in response to receiving the memory map; and copy, based at least in part on the memory map, one or more data tracks of the primary storage device to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

In another embodiment, a computer program product includes: a computer readable storage medium having program code embodied therewith, the program code readable/executable by a processor to: process a received request in response to receiving the request; process a received memory map; establish a Peer-to-Peer Remote Copy (PRRC) relationship between a primary storage system and a secondary storage system in response to processing the received memory map; and copy, based at least in part on the processed memory map, one or more data tracks of a primary storage device of the primary storage system to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

In yet another embodiment, a method includes: receiving a request to establish a Peer-to-Peer Remote Copy (PRRC) relationship between a primary storage system and a secondary storage system; setting a path between the primary storage system and the secondary storage system via a hardware connection in response to receiving the request; receiving a memory map; establishing the PPRC relationship via the hardware connection using the path; and copying, based at least in part on the memory map, one or more data tracks of a primary storage device in the primary storage system to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

Other aspects and embodiments of the present invention will become apparent from the following detailed description, which, when taken in conjunction with the drawings, illustrate by way of example the principles of the invention.

DETAILED DESCRIPTION

The following description is made for the purpose of illustrating the general principles of the present invention and is not meant to limit the inventive concepts claimed herein. Further, particular features described herein can be used in combination with other described features in each of the various possible combinations and permutations.

Unless otherwise specifically defined herein, all terms are to be given their broadest possible interpretation including meanings implied from the specification as well as meanings understood by those skilled in the art and/or as defined in dictionaries, treatises, etc.

It must also be noted that, as used in the specification and the appended claims, the singular forms "a," "an," and "the" include plural referents unless otherwise specified.

Disclosed herein are storage solutions which improve the migration of data from one storage system to another storage system by reducing overhead in a PPRC pair establishment process by transferring only data tracks comprising valid data record(s).

In one general embodiment, a primary storage system includes: at least one primary storage device; at least one controller; an interface for a hardware connection that is adapted to communicate data between the primary storage system and a secondary storage system; and logic integrated with and/or executable by the at least one controller, the logic being adapted to: receive a request to establish a Peer-to-Peer Remote Copy (PRRC) relationship between the primary storage system and the secondary storage system; set the path between the primary storage system and the secondary storage system via the hardware connection in response to receiving the request; receive a memory map; establish the PPRC relationship between the primary storage system and the secondary storage system in response to receiving the memory map; and copy, based at least in part on the memory map, one
or more data tracks of the primary storage device to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

In another general embodiment, a computer program product includes: a computer readable storage medium having program code embodied therewith in the form of an entire hardware embodiment, an entire software embodiment (including firmware, resident software, micro-code, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a “circuit,” “module” or “system.” Furthermore, aspects of the present invention may take the form of a computer readable program product embodied in one or more computer readable medium(s) having computer readable program code embodied thereon.

Any combination of one or more computer readable medium(s) may be utilized. The computer readable medium may be a computer readable signal medium or a computer readable storage medium. A computer readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any suitable combination of the foregoing. More specific examples (a non-exhaustive list) of the computer readable storage medium would include the following: an electrical connection having one or more wires, a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), an optical fiber, a portable compact disc read-only memory (CD-ROM), an optical storage device, a magnetic storage device, or any suitable combination of the foregoing. In the context of this document, a computer readable storage medium may be any tangible medium that can contain, or store a program for use by or in connection with an instruction execution system, apparatus, or device.

A computer readable signal medium may include a propagated data signal with computer readable program code embodied therein, for example, in baseband or as part of a carrier wave. Such a propagated signal may take any of a variety of forms, including, but not limited to, electro-magnetic, optical, or any suitable combination thereof. A computer readable signal medium may be any computer readable medium that is not a computer readable storage medium and that can communicate, propagate, or transport a program for use by or in connection with an instruction execution system, apparatus, or device.

Program code embodied on a computer readable medium may be transmitted using any appropriate medium, including but not limited to wireless, wireline, optical fiber cable, RF, etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for aspects of the present invention may be written in any combination of one or more programming languages, including an object oriented programming language such as Java, Smalltalk, C++ or the like and conventional procedural programming languages, such as the "C" programming language or similar programming languages. The program code may execute entirely on the user's computer, partly on the user's computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user's computer through any type of network, including the Internet and/or partnership between the computer and the network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider).

Aspects of the present invention are described below with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems) and computer program products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer program instructions. These computer program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored in a computer readable medium that can direct a computer, other programmable data processing apparatus, or other devices to function in a particular manner, such that the instructions stored in the computer readable medium produce an article of manufacture including instructions which implement the function/acts specified in the flowchart and/or block diagram block or blocks.

The computer program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus or other devices to produce a computer implemented process such that the instructions which execute on the computer or other programmable apparatus provide processes for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

FIG. 1 illustrates a network architecture 100, in accordance with one embodiment. As shown in FIG. 1, a plurality of remote networks 102 are provided including a first remote network 104 and a second remote network 106. A gateway 101 may be coupled between the remote networks 102 and a proximate network 108. In the context of the present network architecture 100, the networks 104, 106 may each take any form including, but not limited to a LAN, a VLAN, a WAN.
such as the Internet, public switched telephone network (PSTN), internal telephone network, etc.

In use, the gateway 101 serves as an entrance point from the remote networks 102 to the proximate network 108. As such, the gateway 101 may function as a router, which is capable of directing a given packet of data that arrives at the gateway 101, and a switch, which furnishes the actual path in and out of the gateway 101 for a given packet.

Further included is at least one data server 114 coupled to the proximate network 108, and which is accessible from the remote networks 102 via the gateway 101. It should be noted that the data server(s) 114 may include any type of computing device/groupware. Coupled to each data server 114 is a plurality of user devices 116. Such user devices 116 may include a desktop computer, laptop computer, handheld computer, printer, and/or any other type of logic-containing device. It should be noted that a user device 111 may also be directly coupled to any of the networks, in some embodiments.

A peripheral 120 or series of peripherals 120, e.g., facsimile machines, printers, scanners, hard disk drives, networked and/or local storage units or systems, etc., may be coupled to one or more of the networks 104, 106, 108. It should be noted that databases and/or additional components may be utilized with, or integrated into, any type of network element coupled to the networks 104, 106, 108. In the context of the present description, a network element may refer to any component of a network.

According to some approaches, methods and systems described herein may be implemented with and/or on virtual systems and/or systems which emulate one or more other systems, such as a UNIX system which emulates an IBM z/OS environment, a UNIX system which virtually hosts a MICROSOFT WINDOWS environment, a MICROSOFT WINDOWS system which emulates an IBM z/OS environment, etc. This virtualization and/or emulation may be enhanced through the use of VMWARE software, in some embodiments.

In more approaches, one or more networks 104, 106, 108, may represent a cluster of systems commonly referred to as a “cloud.” In cloud computing, shared resources, such as processing power, peripherals, software, data, servers, etc., are provided to any system in the cloud in an on-demand relationship, thereby allowing access and distribution of services across many computing systems. Cloud computing typically involves an Internet connection between the systems operating in the cloud, but other techniques of connecting the systems may also be used, as known in the art.

According to various embodiments, any copy services management tool may be used in conjunction with the migration methods described herein. In one exemplary embodiment, IBM’s Tivoli Storage Productivity Center for Replication may be used.

FIG. 2A illustrates exemplary system architecture 200 for establishing a PPRC relationship, according to one embodiment. Those having ordinary skill in the art will appreciate that the system architecture 200 is but one of many possible architectures for establishing one or more PPRC relationships, and is presented merely by way of a simplified example to illustrate the principles of the presently disclosed inventive systems, methods and computer program products, in various embodiments.

As shown in FIG. 2A, the system architecture 200 includes a primary storage system 202 and a secondary storage system 222 in communication with each other via a hardwire connection 240, in one embodiment. The hardwire connection may be any type of hardwire physical connection, and may utilize any type of suitable cable and/or communication protocol, such as a fibre-channel connection (FICON), a T3 connection, a T12 connection, etc. as would be understood by one having ordinary skill in the art upon reading the present descriptions. Each system 202, 222 may include an interface for the hardwire connection 240, such as a port, bus, etc., compatible with the cable, fiber, or other communication mechanism of the hardwire connection 240.

The system architecture 200 may further include a host system 250 in communication with the primary storage system 202, in some embodiments. Advantageously, the host system 250 may in communication with one or more of the storage systems 202, 222 in the system architecture 200, and preferably is adapted to communicate instructions, commands, and/or data to at least the primary storage system 202. In particularly preferred embodiments, the host system 250 is adapted to transmit to the primary storage system 202 a request to establish a PPRC relationship between the primary storage system 202 and at least one other storage system such as secondary storage system 222. Moreover, the host system 250 may be adapted to transmit a bitmap to the primary storage system 202, in more embodiments.

With continuing reference to FIG. 2A, each storage system 202, 222 may include a plurality of components such as at least one processor 204, 224, at least one system controller 206, 226 which itself may include a processor, and a plurality of storage media 208, 228, each storage medium optionally being coupled to one or more subsystem controllers 210, 230, such as one or more memory subsystem controllers, in various embodiments.

The processors 204, 224 may be any suitable type, and are preferably adapted for processing one or more of instructions, commands, and/or data to facilitate the operation of the storage system architecture 200, in one embodiment. For example, the processor may be configured and/or adapted to process data, instructions and/or commands received from a host system 250, a system controller 206, 226, a subsystem controller 210, 230, and/or a storage medium 208, 228, in various approaches. In more embodiments, the processors 204, 224 may be of any type known in the art, such as a central processing unit (CPU), a field programmable gate array (FPGA), an application specific integrated circuit (ASIC), etc. The logic which is described below may be implemented in hardware or software, or a combination of hardware and software, as would be known to one of skill in the art.

The system controllers 206, 226 may be adapted to facilitate each storage system 202, 222 operating within the storage system architecture 200, and for example may facilitate communication of instructions, commands and/or data between the processor 204, 224 and one or more of the storage media 208, 228 and/or the subsystem controller 210, 230 in multiple embodiments.

The subsystem controllers 210, 230 may be adapted to facilitate communication and/or execution of instructions, commands, and/or data between the various storage media 208, 228 of the storage system architecture 200, as well as communication and/or execution of instructions, commands, and/or data between the various storage media 208, 228 of the storage system 202, 222 and various other components of the respective storage system 202, 222 (e.g. the processor 204, 224, system controller 206, 226, etc. as would be understood by one having ordinary skill in the art upon reading the present descriptions.

As shown in FIG. 2B, each storage medium 208, 228 may be characterized by a plurality of data tracks 260, each data track being adapted for storing data in one or more locations (e.g. memory addresses) associated therewith. As shown in FIG. 2B, the data tracks 260 are represented by sections of the
storage medium, but may also correspond to locations of a logical or physical storage volume, in many embodiments. Storage media 208, 228 may have stored thereon data records, and the data records may be stored in one or more of a plurality of data tracks 260 of the respective storage media.

Storage media 208, 228 may be any suitable type of storage medium known in the art, such as random access storage media, sequential access storage media, magnetic disk media, magnetic tape media, solid-state media, etc. as would be understood by one having ordinary skill in the art upon reading the present descriptions.

Referring again to FIG. 2A, data tracks having one or more data records stored therein are represented by dark regions of each respective storage medium 208 of the primary storage system 202, while data tracks having no data records stored therein, or alternatively having invalid data records stored thereon, are represented by white regions of each respective storage medium 208 of the primary storage system 202.

While the foregoing descriptions of an exemplary system architecture 200 have been provided with reference to two separate storage systems 202, 204, one having ordinary skill in the art will appreciate that the principles set forth herein are equally applicable to other system architectures having more or less than two storage systems. For example, the PPRC pairing and data copying implementations of the present disclosure are also applicable to a system architecture comprising a single storage system and a plurality of storage devices (e.g. logical and/or physical volumes, storage media, etc.) and instead of establishing a PPRC relationship between two storage systems, it may be advantageous to establish a PPRC relationship between some or all of the various storage devices and copy data from one device to a second device. Preferably, each set of storage devices for which a PPRC relationship is to be established and data is to be copied are coupled by a physical data connection (e.g. a hardware connection 240 as discussed above and shown in FIG. 2A).

A conventional method for establishing a PPRC relationship and copying data from a primary storage system to a secondary storage system is shown in FIG. 3, according to the prior art.

In operation 302, a request to establish a PPRC relationship between a primary storage system and a secondary storage system is received.

In operation 304, a path is set between the primary storage system and the secondary storage system in response to receiving the request.

In operation 306, the PPRC relationship is established between the primary storage system and the secondary storage system at least in part via the path.

Notably, in conventional methods, operation 308 copies each and every data track of a primary storage volume of the primary storage system is copied to a secondary storage volume of the secondary storage system.

However, as further understood by those having ordinary skill in the art, storage media such as media 208, 228 of FIG. 2A are rarely entirely full, i.e. it is unlikely that any given storage volume, medium, device, etc. will ever have data record(s) stored in each and every data track, or have valid data records stored in every data track, in various embodiments. Moreover, a skilled artisan reading the present descriptions will also appreciate that the conventional methods for establishing PPRC relationship(s) and copying data from one storage system or device to another copy every single data track of the primary (source) storage device to the secondary (target) storage device. Therefore, the conventional methods (such as method 300 shown in FIG. 3 and described above) introduce overhead in the PPRC relationship establishment and data copy processes. Particularly, the conventional methods introduce overhead in an amount proportional to the number of data tracks in the primary (source) storage device.

In contrast, various embodiments of the presently disclosed inventive systems, methods and computer program products introduce mechanisms and/or methodologies to establish a PPRC relationship and copy data while introducing less overhead than corresponding conventional methods (such as method 300). In particular, the presently disclosed embodiments introduce an amount of overhead proportional to the number of data tracks in the primary storage device having valid data records stored therein. Thus, if a storage device is characterized by having approximately 50% of its data tracks occupied by valid data records, the presently disclosed methods of establishing a PPRC relationship and copying data to a secondary (target) storage device would introduce about half as much overhead, and therefore be accomplished in about half as much time as establishing the same PPRC relationship and copying the same data using conventional methods.

In accordance with one inventive embodiment commensurate in scope with the present descriptions, as shown in FIG. 4, a method 400 is shown. The method 400 may be carried out in any desired environment, and may include embodiments and/or approaches described in relation to FIGS. 1-2B, among others. Of course, more or less operations than those shown in FIG. 4 may be performed in method 400 as would be known to one of skill in the art.

In one embodiment, method 400 includes operation 402, where a request to establish a PPRC relationship between a primary storage system and a secondary storage system is received.

In operation 404, a path is set between the primary storage system and the secondary storage system via a hardware connection in response to receiving the request.

In operation 406, a memory map is received. The memory map may be any type of map, page file, allocation table, etc. suitable for storing information regarding the location and validity of data tracks on a storage medium. For example, in one embodiment the memory map may be a bitmap, and preferably contains information designating which data tracks of a primary storage device in the primary storage system contain “valid” data records, and based on this information the primary storage system may selectively copy valid data records from the primary storage device to the secondary storage system in the course of the PPRC relationship.

For example, the bitmap may be generated by software, and may be generated based at least in part on a track bit map (a bit map contained in/maintained by hardware mapping the allocation of space on a storage volume, i.e. mapping which data tracks contain valid data records). Further, the bitmap
and/or the track bit map may be generated based at least in part on a storage volume table of contents. In still more approaches, the bitmap may be an out-of-sync (OOS) bitmap, as discussed in further detail below with respect to point-in-time copy (PITC) principles applicable to the presently disclosed methods, systems, and computer program products. Of course, as would be understood by one having ordinary skill in the art upon reading the present descriptions, any suitable bitmap may be utilized, so long as the primary storage system is capable of determining which data tracks in a source storage device (e.g. a primary storage volume) contain valid data records and distinguishing those data tracks from other data tracks not containing valid data records (or not containing any data records whatsoever).

In operation 408, the PPRC relationship is established via the hardwire connection using the path (e.g. the path set in operation 404).

In operation 410, based at least in part on the bitmap, one or more data tracks of a primary storage device in the primary storage system are copied from the primary storage device to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

In some more embodiments, all or any portion of method 400 may be implemented in a system and/or a computer program product.

For example, in one embodiment a system includes a primary storage system, comprising: at least one primary storage device, e.g. a storage medium, a volume of a storage medium; at least one controller, which may include a system controller, a subsystem controller, a memory controller, a controller of a host, etc. as would be understood by one having ordinary skill in the art upon reading the present descriptions.

Moreover, the system also includes a hardwire connection, e.g. a Fibre-channel connection (FICON), a T3 connection, an Enterprise Systems Connection (ESCON), etc. as would be understood by one having ordinary skill in the art upon reading the present descriptions. Preferably, the hardwire connection should be adapted to communicate data between the primary storage system and a secondary storage system.

Further still, in one embodiment the system further includes logic integrated with and/or executable by the at least one controller. The logic is adapted to: receive a request, such as a command channel word (CCW) in one embodiment. Further, the request may be a request to establish a Peer-to-Peer Remote Copy (PPRC) relationship between the primary storage system and the secondary storage system; set the path between the primary storage system and the secondary storage system via the hardwire connection in response to receiving the request; receive a bitmap; establish the PPRC relationship between the primary storage system and the secondary storage system in response to receiving the bitmap; and copy, based at least in part on the bitmap, one or more data tracks of the primary storage device to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

In various embodiments, storage media such as the primary storage device, secondary storage device, etc. may have or be one or more of a logical volume, a physical volume, a magnetic disk medium, a magnetic tape medium, an optical medium, a direct-access storage device (DASD), solid state memory, etc. as would be understood by one having ordinary skill in the art.

In some embodiments, the bitmap is generated by software for use by a controller (such as controllers 206, 226, memory subsystem controllers 210, 230 as shown in FIG. 2A, or alternatively a controller of host system 250 (not shown)). In further embodiments, the bitmap may be generated based at least in part on a track bit map, e.g. a volume table of contents on the primary device containing records indicating the tracks on the volume having valid data stored therein. In still further embodiments, the bitmap may be an out-of-sync (OOS) bitmap. The track bit map and OOS bitmaps will be discussed in further detail below.

Preferably, one advantageous characteristic of embodiments of the presently disclosed methods, systems and computer program products is that an amount of time required to copy the one or more data tracks of the primary storage device is directly proportional to a number of data tracks of the primary device to be copied to the secondary storage system. In other words, the amount of time required to copy the data tracks to the secondary storage system is proportional to the number of tracks copied as opposed to the total number of tracks on the primary storage device. The number of tracks copied may be expressed in any suitable manner, such as a number, as a percent allocation (or percent unallocated, i.e. percent free space) of the primary storage device, as an amount of data to be copied (e.g. bits, bytes, etc.), etc. as would be understood by one having ordinary skill in the art upon reading the present descriptions.

For example, if the primary storage device is characterized by having about 90% of available space allocated, then the amount of time required to copy the allocated space would be approximately 90% of the amount of time required to copy all the space (allocated and unallocated) of the primary storage device to the secondary storage system. Similarly, if the primary storage device is characterized by having about 50% or about 10% of available space allocated, then the amount of time required to copy the allocated space would be approximately 50% or 10%, respectively of the amount of time required to copy all the space (allocated and unallocated) of the primary storage device to the secondary storage system.

Moreover, in one embodiment each of the one or more data tracks of the primary storage device copied to the secondary storage system comprise data tracks of a first characteristic, and each of the other data tracks of the primary storage device (i.e. those not copied to the secondary storage system) are data tracks of a second characteristic. In a preferred approach, the data tracks of the first characteristic comprise valid data records, i.e. data records accessible by the primary storage system, such as data records having at least one pointer associated therewith, and the data tracks of the second characteristic include only invalid data records, e.g., inaccessible/ unusable data such as data records having no pointer associated therewith, corrupted data, previously deleted data records, etc.; and/or empty data tracks, i.e. tracks having no data records stored therein or associated therewith.

Thus, the amount of time required to copy the one or more data tracks of the primary storage device is directly proportional to the number of data tracks of the first characteristic, in one embodiment.

Of course, other measures of whether data records are valid or invalid may be employed without departing from the scope of the present disclosures. For example, a valid data record may be any data record desired for copying from a primary storage device to a secondary storage system, for any reason and as designated in any suitable manner as would be understood by one having ordinary skill in the art upon reading the present descriptions. Similarly, invalid data records may be any data record not desired for copying from a primary storage device to a secondary storage system, for any reason and
as designated in any suitable manner as would be understood by one having ordinary skill in the art upon reading the present descriptions.

Similarly, in one embodiment a computer program product includes a computer readable storage medium having stored/encoded thereon: first program instructions executable by a processor to cause the processor to process a received request, e.g., a command to set a path between the primary storage system and a secondary storage system via a hardware connection, in response to receiving the request; second program instructions executable by the processor to cause the processor to process a received bitmap; third program instructions executable by the processor to cause a primary storage system to establish a PPRC relationship between the primary storage system and a secondary storage system in response to processing the received bitmap; and fourth program instructions executable by the processor to cause the primary storage system to copy, based at least in part on the processed bitmap, one or more data tracks of a primary storage device to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

Commensurate with the foregoing descriptions, the one or more data tracks of the primary storage device copied to the secondary storage system each preferably comprise one or more valid data records, while each of the at least one other data track(s) not copied to the secondary storage system do not contain any valid data records, and therefore may be omitted from any copy operation to eliminate overhead thereof.

In another instance, the second program instructions cause the processor to designate only the one or more data tracks of the primary storage device for copying. In this manner, only data tracks comprising valid data records are designated for copying to the secondary storage device, reducing the overhead and time needed to establish a PPRC relationship and/or copy data to the secondary storage system.

In more embodiments, computer program products within the scope of the present disclosures may additionally and/or alternatively include fifth program instructions executable by a processor of a host system to cause the processor of the host system to generate the bitmap using software, and/or fifth program instructions executable by a processor to cause the processor to receive the bitmap from a host system configured to generate the bitmap using a processor of the host system. Preferably, the bitmap is based at least in part on a track bit map.

Those having ordinary skill in the art will also appreciate that some embodiments of the presently disclosed systems, methods and/or computer program products may employ point-in-time copy (PTIC) principles to the selective copying of tracks from one storage device to another.

Generally, a point-in-time copy (PTIC) is used to create a backup within a single system, e.g., a group of datasets is copied to a different location, but possibly within the same storage controller.

In actuality, since a physical copy takes a tangible amount of time to perform, the backup is typically created with pointers, so that when a request is received to access data from the backup, in some instances, a pointer may point back to the data on the original location. However, this backup still functions as if all of the data was copied instantaneously. These pointers are used for several reasons, including the data being pointed to currently being used, updates being performed on the data which would have to be halted, because the physical copying generally takes a long time to perform, etc. Then, as the resources are available, in some instances, a physical copy may be performed for all of the data, but in some embodiments this is not desirable for at least the reasons set forth above.

The systems, methods and/or computer program products within the scope of the present disclosures may operate in a substantially similar fashion as described above with reference to FIGS. 1-2B and 4 when employing PTIC principles. For example, in one embodiment a request to establish a PPRC relationship between a primary storage system (e.g., storage system 202 as shown in FIG. 2A) and a secondary storage system (e.g., storage system 222 as shown in FIG. 2A) may be received, and a path set between the primary storage system and the secondary storage system in response to receiving the request.

Using the path, the copy services management software may automatically establish a PTIC service relationship with a background copy between the primary storage system and the secondary storage system. As part of this step, the primary storage system may also establish a change recording bitmap, i.e., an out-of-sync (OOS) bitmap, in order to keep track of any changes to the primary storage system, primary storage device in the primary storage system, etc. that occurred after the point-in-time relationship was established.

When the background copy completes to, data on the primary storage system, device, etc. is flushed to the secondary storage system. Data may be flushed incrementally, in some approaches. Preferably, the data flushed to the secondary storage system includes only data tracks having stored therein one or more valid data records, such as may be determined from the out-of-sync (OOS) bitmap, as would be understood by one of skill in the art upon reading the present descriptions. This helps to minimize the duration and overhead required for establishing the PPRC service relationship and/or the PPRC relationship, as well as migrating data from the primary storage system to the secondary storage system, in various approaches.

Of course, any of the embodiments and/or approaches described herein may be implemented in either the system or computer program product, as described above, according to a plurality of additional embodiments.

While various embodiments have been described above, it should be understood that they have been presented by way of example only, and not limitation. Thus, the breadth and scope of a preferred embodiment should not be limited by any of the above-described exemplary embodiments, but should be defined only in accordance with the following claims and their equivalents.

What is claimed is:

1. A primary storage system, comprising:
   - at least one primary storage device;
   - at least one controller;
   - an interface for a hardware connection that is adapted to communicate data between the primary storage system and a secondary storage system; and
   - logic integrated with and/or executable by the at least one controller, the logic being configured to:
     - receive a request to establish a Peer-to-Peer Remote Copy (PPRC) relationship between the primary storage system and the secondary storage system;
     - set the path between the primary storage system and the secondary storage system via the hardware connection in response to receiving the request;
     - receive a memory map;
     - establish the PPRC relationship between the primary storage system and the secondary storage system in response to receiving the memory map; and
13. A computer program product comprising:

- a non-transitory computer readable storage medium having program code embodied therein, the program code readable/ executable by a processor to:
  - process a received request in response to receiving the request;
  - process a received memory map;
  - establish a Peer-to-Peer Remote Copy (PPRC) relationship between a primary storage system and a secondary storage system in response to processing the received memory map; and
  - copy, based at least in part on the processed memory map, one or more data tracks of a primary storage device of the primary storage system to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system.

wherein the one or more data tracks of the primary storage device comprise data tracks of a first characteristic, and

wherein each other portion of the primary storage device comprises one or more data tracks of a second characteristic.

12. The computer program product as recited in claim 11, wherein the program code is further readable/executable by the processor to designate only the one or more data tracks of the primary storage device for copying in response to processing the received memory map.

13. The computer program product as recited in claim 11, wherein the program code is further readable/executable by the processor to generate the memory map using software.

14. The computer program product as recited in claim 11, wherein the program code is further readable/executable by the processor to receive the memory map from a host system configured to generate the memory map using a processor of the host system, wherein the memory map is a bitmap based at least in part on a track bit map.

15. A method, comprising:

- receiving a request to establish a Peer-to-Peer Remote Copy (PPRC) relationship between a primary storage system and a secondary storage system;
- setting a path between the primary storage system and the secondary storage system via a hardware connection in response to receiving the request;
- receiving a memory map;
- establishing the PPRC relationship via the hardware connection using the path; and
- copying, based at least in part on the memory map, one or more data tracks of a primary storage device in the primary storage system to the secondary storage system without copying at least one other data track of the primary storage device to the secondary storage system wherein the one or more data tracks of the primary storage device comprise data tracks of a first characteristic, and wherein each other portion of the primary storage device comprises one or more data tracks of a second characteristic.

16. The method as recited in claim 15, further comprising generating the memory map, and wherein the memory map is a bitmap.

17. The method as recited in claim 16, wherein the bitmap is generated by software using a processor of a host system.

18. The method as recited in claim 17, wherein the bitmap is generated based at least in part on a track bit map.

19. The method as recited in claim 15, wherein each of the one or more data tracks of the first characteristic comprise one or more valid data records, and wherein each data track of the secondary characteristic comprises either: one or more invalid data records or an empty data track.

* * * * *