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ABSTRACT
A computer-implemented for sharing the results of computing operations among related computing systems may include: 1) identifying a need to perform a computing operation on a file, 2) identifying a unique identifier associated with the file, 3) determining, by using the unique identifier to query a shared store that is shared by a group of related computing systems, that at least one computing system within the group of related computing systems has previously performed the computing operation on an instance of the file, and then 4) retrieving the results of the computing operation from the shared store instead of performing the computing operation. Various other methods, systems, and computer-readable media are also disclosed.
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<table>
<thead>
<tr>
<th>Hash</th>
<th>Most-Recent Scan Date</th>
<th>Virus Definition Set</th>
<th>Classification</th>
<th>Reputation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x98BAD748</td>
<td>11/22/2010</td>
<td>1234</td>
<td>Malicious</td>
<td>N/A</td>
</tr>
<tr>
<td>0x98BAD666</td>
<td>12/21/2009</td>
<td>2345</td>
<td>Legitimate</td>
<td>99%</td>
</tr>
<tr>
<td>0x98BAD222</td>
<td>11/22/2010</td>
<td>6789</td>
<td>Legitimate</td>
<td>N/A</td>
</tr>
<tr>
<td>0x98BAD999</td>
<td>11/22/2010</td>
<td>0123</td>
<td>Low reputation</td>
<td>9%</td>
</tr>
</tbody>
</table>
SYSTEMS AND METHODS FOR SHARING THE RESULTS OF COMPUTING OPERATIONS AMONG RELATED COMPUTING SYSTEMS

BACKGROUND

Related computing systems, such as virtual machines running on a common host machine or physical computing devices connected to a common network, may often encounter instances of the same file or files. For example, a high percentage of files within virtual machines that run the same operating system or service pack and/or originate from the same base image may be identical. Because of this, related computing systems may redundantly perform identical or similar resource-consuming computing operations on instances of the same file.

For example, if 30 virtual machines that originate from the same base image and run on a common host are instructed to perform a periodic malware scan of all files, these virtual machines are likely to collectively perform 30 different malware scans on instances of files that are shared between the virtual machines (such as common system or application files), all with similar or identical results. In addition to wasting computing resources on such redundant operations, this scenario may also swamp or overrun the resources of the underlying host machine, potentially resulting in decreased performance and/or system failure. As such, the instant disclosure identifies a need for identifying common content among a group of related computing systems and then using this knowledge to share the results of computing operations performed on this common content among the related computing systems.

SUMMARY

As will be described in greater detail below, the instant disclosure generally relates to systems and methods for sharing the results of computing operations (such as malware or data-loss-prevention scans) performed on shared or common files among related computing systems. In one example, one or more of the systems described herein may accomplish such a task by: 1) identifying a need to perform a computing operation (such as a malware or data-loss-prevention scan) on a file, 2) identifying a unique identifier (such as a hash) associated with the file, 3) determining, by using the unique identifier to query a shared store that is shared by a group of related computing systems (such as a group of virtual machines running on a host machine or a group of physical computing devices connected to a common network), that at least one computing system within the group of related computing systems has previously performed the desired computing operation on an instance of the file, and then 4) retrieving the results of the computing operation from the shared store instead of again performing the desired computing operation.

In one example, the systems described herein may identify a unique identifier associated with the file by creating a hash of the file or by retrieving a hash of the file from a local cache or store. In some examples, the file hashes contained within this local cache or store may persist so long as the file associated with each hash remains static or unchanged. For example, if the systems described herein determine that a file has been modified or changed, then these systems may clear or delete the file hash for this file from the local cache or store.

In some examples, the computing-operation results contained within the shared store may include information that identifies, among other elements, a classification assigned to the file during a malware analysis, at least one rationale for the classification assigned to the file during the malware analysis, and/or at least one virus definition set or heuristic used when performing the malware analysis. Depending on the type of computing systems involved, this shared store may represent at least a portion of a network-attached storage device, a storage area network, a file server, a cloud-based storage device, and/or a secured partition of a local storage device managed by a hypervisor. In some examples, this shared store may be indexed using file hashes.

Since the computing resources required to hash a file may equal or exceed the computing resources required to share the results of a computing operation performed in connection with the file (e.g., hashing a file may consume as much or more computing resources than performing a malware scan on the same file), in some examples the systems described herein may only share the results of computing operations performed on files that are unlikely to change frequently and/or that are likely to be located on or encountered by additional computing systems within the group of related computing systems. For example, if the systems described herein determine that a file is likely to change frequently (thus potentially requiring the frequent generation of new hashes for the file) and/or that additional instances of the file are unlikely to be encountered by additional computing systems within the group, then the systems described herein may refrain from hashing the file and/or attempting to share the results of computing operations performed on the file since the computing resources required to share these results may equal or exceed the computing resources collectively saved by the group by sharing these results.

In one example, if the systems described herein determine that the shared store indicates that none of the related computing systems within the group have previously performed the desired computing operation on the file in question, then the systems described herein may perform the desired computing operation on the file in question and then update the shared store with the results of the computing operation.

As detailed below, by storing the results of resource-consuming computing operations (such as malware scans or file-reputation lookups) performed on common or shared files within a store that is shared by a group of related computing systems, the systems and methods described herein may enable related computing systems (such as a group of virtual machines running on a host machine, or a group of physical computing devices connected to a common network) to share and reuse the results of such computing operations. As such, these systems and methods may reduce the number of redundant computing operations performed on files that are shared in common among the group, potentially reducing the amount of computing resources collectively consumed by the group.

Moreover, by only sharing the results of computing operations performed on instances of files that are likely to be encountered by other computing systems within the group and/or that are unlikely to frequently change, the systems and methods described herein may attempt to ensure that the computing resources required to share the results of computing operations performed on such files do not equal or exceed the computing resources collectively saved by sharing the results of such computing operations.

Features from any of the above-mentioned embodiments may be used in combination with one another in accordance with the general principles described herein. These and other embodiments, features, and advantages will be more fully
understood upon reading the following detailed description in conjunction with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings illustrate a number of exemplary embodiments and are a part of the specification. Together with the following description, these drawings demonstrate and explain various principles of the instant disclosure.

FIG. 1 is a block diagram of an exemplary system for sharing the results of computing operations among related computing systems.

FIG. 2 is a block diagram of an additional exemplary system for sharing the results of computing operations among related computing systems.

FIG. 3 is a block diagram of an additional exemplary system for sharing the results of computing operations among related computing systems.

FIG. 4 is a flow diagram of an exemplary method for sharing the results of computing operations among related computing systems.

FIG. 5 is an illustration of an exemplary file-attribute database.

FIG. 6 is a block diagram of an exemplary computing system capable of implementing one or more of the embodiments described and/or illustrated herein.

FIG. 7 is a block diagram of an exemplary computing network capable of implementing one or more of the embodiments described and/or illustrated herein.

Throughout the drawings, identical reference characters and descriptions indicate similar, but not necessarily identical, elements. While the exemplary embodiments described herein are susceptible to various modifications and alternative forms, specific embodiments have been shown by way of example in the drawings and will be described in detail herein. However, the exemplary embodiments described herein are not intended to be limited to the particular forms disclosed. Rather, the instant disclosure covers all modifications, equivalents, and alternatives falling within the scope of the appended claims.

DETAILED DESCRIPTION OF EXEMPLARY EMBODIMENTS

As will be described in greater detail below, the instant disclosure generally relates to systems and methods for sharing the results of computing operations among related computing systems. The following will provide, with reference to FIGS. 1-3 and 5, detailed descriptions of exemplary systems for sharing the results of computing operations among related computing systems. Detailed descriptions of corresponding computer-implemented methods will also be provided in connection with FIG. 4. In addition, detailed descriptions of an exemplary computing system and network architecture capable of implementing one or more of the embodiments described herein will be provided in connection with FIGGS. 6 and 7, respectively.

FIG. 1 is a block diagram of an exemplary system 100 for sharing the results of computing operations among related computing systems. As illustrated in this figure, exemplary system 100 may include one or more modules 102 for performing one or more tasks. For example, and as will be explained in greater detail below, exemplary system 100 may include an operation-identification module 104 programmed to identify the need to perform a computing operation on a file. Exemplary system 100 may also include a file-identification module 106 programmed to identify a unique identifier associated with the file.

In addition, and as will be described in greater detail below, exemplary system 100 may include a query module 108 programmed to: 1) determine, by using the unique identifier to query a shared store that is shared by a group of related computing systems, that at least one computing system within the group of related computing systems has previously performed the computing operation on an instance of the file in question and 2) retrieve the results of the computing operation from the shared store instead of performing the computing operation. Although illustrated as separate elements, one or more of modules 102 in FIG. 1 may represent portions of a single module or application.

In certain embodiments, one or more of modules 102 in FIG. 1 may represent one or more software applications or programs that, when executed by a computing device, may cause the computing device to perform one or more tasks. For example, as will be described in greater detail below, one or more of modules 102 may represent software modules stored and configured to run on one or more computing devices, such as the devices illustrated in FIGS. 2 and 3 (e.g., virtual machines 202(1)-(N) and computing devices 302(1)-(N)), computing system 610 in FIG. 6, and/or portions of exemplary network architecture 700 in FIG. 7. One or more of modules 102 in FIG. 1 may also represent all or portions of one or more special-purpose computers configured to perform one or more tasks.

As illustrated in FIG. 1, exemplary system 100 may also include a file-attribute database 120. In one embodiment, and as will be explained in greater detail below, file-attribute database 120 may be configured to store one or more file hashes 122 and file-attribute information 124. File-attribute database 120 may represent portions of a single database or computing device or a plurality of databases or computing devices. For example, file-attribute database 120 may represent a portion of local stores 212(1)-(N) and/or shared store 216 in FIG. 2, local stores 303(1)-(N) and/or shared store 306 in FIG. 3, computing system 610 in FIG. 6, and/or portions of exemplary network architecture 700 in FIG. 7. Alternatively, file-attribute database 120 in FIG. 1 may represent one or more physically separate devices capable of being accessed by a computing device, such virtual machines 202(1)-(N) in FIG. 2, computing devices 302(1)-(N) in FIG. 3, computing system 610 in FIG. 6, and/or portions of exemplary network architecture 700 in FIG. 7.

Exemplary system 100 in FIG. 1 may be deployed in a variety of ways. In one example, all or a portion of exemplary system 100 may represent portions of an exemplary host machine 200 in FIG. 2. As shown in FIG. 2, host machine 200 may include a plurality of virtual machines 202(1)-(N) in communication with a set of hardware 208 via a virtualization layer 204. In one embodiment, and as will be described in greater detail below, modules 102 in FIG. 1 may program each of virtual machines 202(1)-(N) to: 1) identify a need to perform a computing operation (such as a malware scan) on a file within the virtual machine, 2) identify a unique identifier (such as a file hash) associated with the file, 3) determine, by using the unique identifier to query shared store 216 (which may, as will be explained below, be shared by virtual machines 202(1)-(N)), that an additional virtual machine within group 220 has previously performed the desired computing operation on an instance of the file, and then 4) retrieve the results of the computing operation from the shared store instead of again performing the computing operation.
Host machine 200 generally represents any type or form of physical computing device capable of hosting one or more virtual machines. Examples of host machine 200 include, without limitation, laptops, desktops, servers, cellular phones, personal digital assistants (PDAs), multimedia players, embedded systems, combinations of one or more of the same, exemplary computing system 610 in FIG. 6, or any other suitable computing device.

Virtual machines 202(1)-(N) generally represent any type or form of virtualized or emulated computing machine that is capable of running computer-executable instructions. Examples of virtual machines 202(1)-(N) include, without limitation, system virtual machines, process virtual machines, or any other suitable virtual or emulated computing device. In the example illustrated in FIG. 2, virtual machines 202(1)-(N) may access the underlying hardware 208 of host machine 200 via virtualization layer 204, which may abstract and manage the computing resources of host machine 200.

As illustrated in FIG. 2, hardware 208 may include, among other elements, at least one storage device. In some embodiments, virtualization layer 204 may abstract hardware 208 into a plurality of local stores 212(1)-(N) for each of virtual machines 202(1)-(N). As will be described in greater detail below, local stores 212(1)-(N) may be used to store, among other information, cached copies of files hashes that may be used to query shared store 216.

Shared store 216 generally represents any type or form of physical or virtualized storage that may be shared or accessed by a group of related computing systems, such as virtual machines 202(1)-(N) in FIG. 2. In some examples, shared store 216 may contain or comprise a file-attribute database (such as file-attribute database 120 in FIGS. 1 and 5) that may contain, for each of a plurality of files encountered by a group of computing systems (such as virtual machines 202(1)-(N)): 1) a hash of the file, 2) the results of at least one computing operation performed in connection with the file (such as a classification assigned to the file during a malware analysis, at least one rationale for the classification assigned to the file during the malware analysis, at least one virus definition set or heuristic used when performing the malware analysis, or the like), 3) the date of at least one computing operation performed in connection with the file (such as the date of the most-recent malware scan performed on the file), and/or 4) any other potentially useful information that may be shared among related computing systems.

Any type or form of group of related computing systems may share or access a shared store. In one example, a plurality of virtual machines running on a common host computing device (such as the group of related computing systems 220 running on host machine 200 in FIG. 2) may access a shared store (such as shared store 216). For example, as illustrated in FIG. 2, virtual machines 202(1)-(N) may access shared store 216 located within a secured partition 214 via a secure process 206 (managed, for example, by a hypervisor) running within virtualization layer 204.

In another example, a plurality of physical machines located within a common network (such as the group of related computing systems 320 in FIG. 3 in communication via network 304) may access a shared store. For example, as illustrated in FIG. 3, computing devices 302(1)-(N) may access a shared store 306 via a network 304. In this example, shared store 306 may represent at least a portion of a network-attached storage device, a storage area network, a file server, a cloud-based storage device, or any other type or form of storage device that may be accessed by a group of related physical machines.

In the example illustrated in FIG. 3, computing devices 302(1)-(N) may represent any type or form of physical computing device capable of reading computer-executable instructions. Examples of computing devices 302(1)-(N) include, without limitation, laptops, desktops, servers, cellular phones, personal digital assistants (PDAs), multimedia players, embedded systems, combinations of one or more of the same, exemplary computing system 610 in FIG. 6, or any other suitable computing device.

In the example illustrated in FIG. 3, network 304 may represent any medium or architecture capable of facilitating communication or data transfer. Examples of network 304 include, without limitation, an intranet, a wide area network (WAN), a local area network (LAN), a personal area network (PAN), a campus area network (CAN), the Internet, power line communications (PLC), a cellular network (e.g., a GSM Network), a examples of networklike. Network 304 may facilitate communication or data transfer using wireless or wired connections. In one example, computing devices 302(1)-(N) may access or communicate with shared store 306 via network 304 using TCP/IP communication protocols.

FIG. 4 is a flow diagram of an exemplary computer-implemented method 400 for sharing the results of computing operations among related computing systems. The steps shown in FIG. 4 may be performed by any suitable computer-executable code and/or computing system. In some embodiments, the steps shown in FIG. 4 may be performed by one or more of the components of system 100 in FIG. 1, host machine 200 in FIG. 2, system 300 in FIG. 3, computing system 610 in FIG. 6, and/or portions of exemplary network architecture 700 in FIG. 7.

As illustrated in FIG. 4, at step 402 one or more of the various systems described herein may identify a need to perform a computing operation on a file. For example, operation-identification module 104 in FIG. 1 may, as part of virtual machine 202(1) in FIG. 2, identify a need to perform a computing operation on a file within a virtual machine 202(1) (e.g., a file stored in a file store within storage device 210 that has been allocated to virtual machine 202(1) via virtualization layer 204).

The computing operation identified by operation-identification module 104 in step 402 may represent any type or form of computing operation performed in connection with a file that consumes computing resources. Examples of computing operations that may be identified by operation-identification module 104 in step 402 include, without limitation, a malware analysis of a file (in order to, for example, determine whether a file is malicious), a data-loss-prevention analysis of a file (in order to, for example, determine whether a file contains sensitive information), a community-based-reputation lookup for a file (in order to, for example, determine the trustworthiness or reputation of a file within a community), a file-type analysis of a file, or any other type or form of computing operation that may be performed on or in connection with a file.

Returning to FIG. 4, at step 404 one or more of the systems described herein may identify a unique identifier associated with the file. For example, file-identification module 106 in FIG. 1 may, as part of virtual machine 202(1) in FIG. 2, identify a unique identifier associated with the file identified in step 402. The term “unique identifier,” as used herein, generally represents any type or form of method for uniquely identifying files. Examples of unique file identifiers include, without limitation, file hashes, such as MD5 hashes, SHA-1 hashes, SHA-256 hashes, or the like.
The systems described herein may perform step 404 in a variety of ways. In one example, file-identification module 106 in FIG. 1 may identify a unique identifier associated with a file by creating a hash of the file. For example, file-identification module 106 may, as part of virtual machine 202(1), create a hash of a file when it first encounters the file. In one example, file-identification module 106 may then store this hash within a local store 212(1) associated with virtual machine 202(1). In this example, file-identification module 106 may retrieve the hash for this file from local store 212(1) when it subsequently encounters the file, as opposed to again creating a hash for the file.

As detailed above, virtual machines 202(1)-(N) may store a variety of information within local stores 212(1)-(N). Examples of the types of information that virtual machines 202(1)-(N) may store within local stores 212(1)-(N) include, without limitation, file metadata, such as the hash of a file, the date of at least one computing operation performed in connection with the file (such as the most-recent malware-scanning date of a file), file-ancestry information for a file, or any other potentially useful information.

In some embodiments, file metadata for a file within local stores 212(1)-(N) may persist so long as the file remains static or unchanged. For example, upon first encountering a file, file-identification module 106 in FIG. 1 may create and store various file metadata (such as a file hash) for a file within local store 212(1). In this example, the file metadata associated with this file may remain within local store 212(1) so long as the file remains unchanged. However, if file-identification module 106 determines (via, for example, a file system mini-filter) that the file has changed, then file-identification module 106 may clear or delete all file metadata associated with the changed or modified file from local store 212(1). In this way, file-identification module 106 may confidentially and efficiently reuse file metadata (such as file hashes) stored within local stores 212(1) and may only recalculate or regenerate file metadata for new files or new versions of files.

Since the computing resources required to uniquely identify a file may equal or exceed the computing resources required to share the results of a computing operation performed on a file (e.g., hashing a file may consume as much or more computing resources than performing a malware scan on the same file), in some examples the systems described herein may perform steps 404-408 on a select portion of files encountered by virtual machines 202(1)-(N) (i.e., the systems described herein may only uniquely identify and share the results of computing operations performed in connection with files that satisfy specific criteria). For example, file-identification module 106 may, prior to performing step 404 in FIG. 4: (1) determine whether an additional instance of the file identified in step 402 is likely to be located on at least one additional computing system within a group of related computing systems (thereby potentially indicating whether one or more computing systems within the group of related computing systems is likely to have encountered an instance of the file identified in step 402 and/or previously performed the desired computing operation identified in step 402 on an instance of the file) and/or (2) determine whether the file identified in step 402 is unlikely to change frequently (thereby potentially indicating whether future resource-consuming file-hash operations may need to be frequently performed on the file).

For example, if file-identification module 106 determines that a file is located in a directory or location that is likely to contain non-user-generated files (such as "C:\Documents and Settings"), then file-identification module 106 may determine that an additional instance of the file is likely to be located on at least one additional computing system within the group of related computing systems, thus giving rise to the possibility that one or more of the computing systems within the group of related computing systems has previously encountered and/or performed the computing operation identified in step 402 on the file in question.

Similarly, if file-identification module 106 determines that: 1) a file is located in a directory or location that is commonly associated with static or unchanging files (such as "C:\Windows\System32"), 2) a file has changed less than a predetermined number of times within a predetermined period of time (e.g., less than five times within a one year period), and/or 3) a file has remained static over a predetermined period of time (e.g., one year), then file-identification module 106 may determine that the file is unlikely to change frequently, thus potentially indicating that relatively few resource-consuming file-hash operations may need to be performed on the file in the future.

In the above examples, if file-identification module 106 determines that a file is unlikely to change frequently and/or that additional instances of a file are likely to be located within a group of related computing systems, then file-identification module 106 may perform step 404 in FIG. 4 (by, e.g., identifying or creating a hash for the file) and allow the continuation of exemplary method 400. However, if file-identification module 106 determines that the file is likely to change frequently and/or that additional instances of a file are unlikely to be located within the group of related computing systems, then exemplary method 400 may terminate upon conclusion of step 402 (e.g., file-identification module 106 may refrain from identifying or creating a hash of the file) since the computing resources required to perform steps 404-408 may equal or exceed the collective computing resources saved by the group by performing steps 404-408.

As detailed above, a shared store may be shared or accessed by a group of related computing systems, such as virtual machines 202(1)-(N) in FIG. 2 and/or computing devices 302(1)-(N). In some examples, these computing systems may share file metadata associated with a file with other computing systems within their related group by storing this file metadata within the shared store. For example, virtual machines 202(1)-(N) in FIG. 2 and/or computing devices 302(1)-(N) may store file metadata for files encountered by virtual machines 202(1)-(N) in FIG. 2 and/or computing devices 302(1)-(N) within shared stores 216 and 306, respectively. Examples of the type of information that virtual machines 202(1)-(N) in FIG. 2 and/or computing devices 302(1)-(N) may respectively store within shared stores 216 and 306 include, without limitation: 1) a hash of a file, 2) the results of at least one computing operation performed in connection with a file (such as a classification assigned to a
file during a malware analysis, at least one rationale for a classification assigned to a file during a malware analysis, at least one virus definition set or heuristic used when performing a malware analysis on a file, or the like), 3) the date of at least one computing operation performed in connection with a file (such as the date of the most recent malware scan performed on a file), and/or 4) any other potentially useful information that may be shared among related computing systems.

As detailed above, any type or form of group of related computing systems may share or access a shared store. Examples of the types of groups of related computing systems that may share or access a shared store include, without limitation, a plurality of virtual machines running on a common host computing device (such as the group of related computing systems 220 running on host machine 200 in FIG. 2), a plurality of physical machines located within a common network (e.g., the group of related computing systems 320 in communication with one another via network 304 in FIG. 3), or any other group of related computing system.

Depending on the type of computing systems involved, this shared store may represent at least a portion of a network-attached storage device, a storage area network, a file server, a cloud-based storage device, a secured partition of a local storage device managed by a hypervisor (e.g., secured partition 214 in FIG. 2, which may be accessed by shared process 206 within virtualization layer 204), or the like. Access to this shared store may depend on the type of computing systems involved. For example, physical machines located within a LAN may communicate with a shared store located on a network-attached storage device or storage area network using TCP/IP communication protocols. Alternatively, virtual machines located on a common host machine may communicate with a shared store located within a secured partition managed by a hypervisor via a secure process running within a virtualization layer. In some examples, this shared store may be indexed based on file hashes.

In some examples, the computing systems may only access this shared store via a secure communication mechanism in order to prevent spoofing and/or tampering. For example, virtual machines located on a common host machine may only access a shared store located within a secured partition managed by a hypervisor via a secure process running within a virtualization layer. Similarly, physical machines connected to a common network may only communicate with a shared store located on a network-attached storage device or storage area network using secure (e.g., encrypted) communication protocols. In some examples, the robustness and/ or aggressiveness of the secure communication mechanism may depend on the size of the group of related computing systems, since the larger the size of the group of related computing systems, the more burdensome the secure communication mechanism may become.

As detailed above, related computing systems may use file hashes to query a shared store in order to determine whether an additional physical or virtual machine has previously performed a desired computing operation on a specific file. For example, virtual machine 202(1) may query shared store 216 using a hash of a specific file in order to determine whether one or more of virtual machines 202(1)-(N) has previously performed a desired computing operation on the file. If shared store 216 indicates that none of virtual machines 202(1)-(N) has previously performed the desired computing operation on the file in question (e.g., if shared store 216 does not contain file metadata for the file in question or does not contain the results of a desired computing operation performed on the file in question), then virtual machine 202(1) may perform the desired computing operation on the file in question and then update shared store 202(1) with the results of the computing operation (by, e.g., storing file metadata, such as a hash of the file in question and the results of the computing operation performed on the file in question, within shared store 216).

At a later point in time, virtual machine 202(N) may determine, by querying shared store 216 prior to performing a desired computing operation on an additional instance of the same file, that a related computing system (in this case, virtual machine 202(N)) previously performed the desired computing operation on an instance of the file in question. In this example, virtual machine 202(N) may retrieve the results of the desired computing operation from shared store 216 instead of again performing the computing operation, as will be explained in connection with step 408 below.

If the file in question later changes, and if virtual machine 202(1) later identifies a need to perform a computing operation on the modified or changed file, then virtual machine 202(1) may again query shared store 216 using a new hash of the modified or changed file in order to determine whether one or more of virtual machines 202(1)-(N) has previously performed the desired computing operation on the changed file. As with before, if shared store 216 indicates that none of virtual machines 202(1)-(N) has previously performed the desired computing operation on the changed file (i.e., if shared store 216 does not contain file metadata for the changed file or does not contain the results of a desired computing operation performed on the changed file), then virtual machine 202(1) may perform the desired computing operation on the changed file and then update shared store 202(1) with the results of the computing operation.

In the above example, shared store 216 may contain file metadata (such as file hashes and the results of computing operations) for both the original, unchanged file and the changed or modified file. As such, one or more of virtual machines 202(1)-(N) may determine, by querying shared store 216 using hashes of the original or changed files, whether an additional virtual machine within virtual machines 202(1)-(N) has previously performed a desired computing operation on either the original file or the changed file.

FIG. 5 is an exemplary illustration of a file attribute database 120 that may, as detailed above, represent a portion of a shared store, such as shared stores 216 and 306 in FIGS. 2 and 3, respectively. As illustrated in FIG. 5, file attribute database 120 may contain information that identifies, for each of a plurality of files: 1) a hash of the file, 2) a most-recent scan date for the file, 3) a virus definition set used during the most-recent scan of the file, 4) a classification assigned to the file during the scan, 5) at least one rationale for the classification assigned to the file during the scan, and 6) community-based reputation information for the file.

In some examples, a physical or virtual machine within a group of related physical or virtual machines may access file-attribute database 120 within a shared store in order to determine whether an additional physical or virtual machine has previously performed a desired computing operation on a specific file. For example, query module 108 in FIG. 1 may, as part of virtual machine 202(1) in FIG. 2, query shared store 216 containing file-attribute database 120 in order to determine whether an additional virtual machine within group 220 has previously performed a malware scan on a file having the hash “0xEFCDAB89.” In this example, query module 108 may determine, by querying file-attribute database 120 within shared store 216 using the hash “0xEFCDAB89,” that an additional virtual machine within group 220 previously performed a malware scan on the file in question on Jan. 2, 2010.
and determined that the file in question represents a malicious file due to a signature match within virus definition set 3.1.294. In this example, because file-attribute database 120 contains the results of a malware scan performed on the file in question, query module 108 may proceed to step 408 in FIG. 4.

In some examples, if query module 108 determines, by querying file-attribute database 120 within a shared store, that an additional computing system within the group of related computing systems has previously performed a malware scan on the file in question, then query module 108 may also determine whether the virus definition set or heuristic used during this previous malware scan is identical to, similar to, or more current than the virus definition set or heuristic used by the computing system in question. For example, if query module 108 determines, as part of virtual machine 202(1) in FIG. 2, that a prior virtual machine has previously performed a malware scan on the file identified in step 402, then query module 108 may determine (by, e.g., analyzing information contained within file-attribute database 120 within shared store 216) whether the virus definition set or heuristic used by this prior virtual machine is identical to, similar to, or more current than the virus definition set or heuristic currently installed or in use by virtual machine 202(1). If so, then query module 108 may proceed to step 408 in exemplary method 400.

However, if query module 108 determines that the virus definition set or heuristic used by the prior virtual machine is different from or older than the virus definition set or heuristic installed or in use by virtual machine 202(1), then query module 108 may instruct virtual machine 202(1) to perform a new malware scan on the file in question. In this example, query module 108 may update shared store 216 with the results of this new malware scan upon completion of the same by virtual machine 202(1).

Returning to FIG. 4, at step 408 one or more of the systems described herein may retrieve the results of the desired computing operation from the shared store instead of again performing the computing operation. For example, query module 108 in FIG. 1 may, as part of virtual machine 202(1) FIG. 2, retrieve the results of the malware scan performed on the file having a hash of "0xEFCDAB89" from file-attribute database 120 within shared store 216. Query module 108 may then instruct virtual machine 202(1) to use these results instead of performing an additional malware scan on the file in question. Upon completion of step 408, exemplary method 400 FIG. 4 may terminate.

As detailed above, by storing the results of resource-consuming computing operations (such as malware scans or file-reputation lookups) performed on common or shared files within a store that is shared by a group of related computing systems, the systems and methods described herein may enable related computing systems (such as a group of virtual machines running on a host machine or a group of physical computing devices connected to a common network) to share and reuse the results of such computing operations. As such, these systems and methods may reduce the number of redundant computing operations performed on files that are shared in common among the group, potentially reducing the amount of computing resources collectively consumed by the group.

Moreover, by only sharing the results of computing operations performed on instances of files that are likely to be encountered by other computing systems within the group and/or that are unlikely to frequently change, the systems and methods described herein may attempt to ensure that the computing resources required to share the results of computing operations performed on such files do not equal or exceed the computing resources collectively saved by sharing the results of such computing operations.

FIG. 6 is a block diagram of an exemplary computing system 610 capable of implementing one or more of the embodiments described and/or illustrated herein. Computing system 610 broadly represents any single or multi-processor computing device or system capable of executing computer-readable instructions. Examples of computing system 610 include, without limitation, workstations, laptops, client-side terminals, servers, distributed computing systems, handheld devices, or any other computing system or device. In its most basic configuration, computing system 610 may include at least one processor 614 and a system memory 616.

Processor 614 generally represents any type of processing unit capable of processing data or interpreting and executing instructions. In certain embodiments, processor 614 may receive instructions from a software application or module. These instructions may cause processor 614 to perform the functions of one or more of the exemplary embodiments described and/or illustrated herein. For example, processor 614 may perform and/or be a means for performing, either alone or in combination with other elements, one or more of the identifying, determining, using, retrieving, creating, receiving, clearing, performing, and updating steps described herein. Processor 614 may also perform and/or be a means for performing any other steps, methods, or processes described and/or illustrated herein.

System memory 616 generally represents any type or form of volatile or non-volatile storage device or medium capable of storing data and/or other computer-readable instructions. Examples of system memory 616 include, without limitation, random access memory (RAM), read-only memory (ROM), flash memory, or any other suitable memory device. Although not required, in certain embodiments computing system 610 may include both a volatile memory unit (such as, for example, system memory 616) and a non-volatile storage device (such as, for example, primary storage device 632, as described in detail below). In one example, one or more of modules 102 from FIG. 1 may be loaded into system memory 616.

In certain embodiments, exemplary computing system 610 may also include one or more components or elements in addition to processor 614 and system memory 616. For example, as illustrated in FIG. 6, computing system 610 may include a memory controller 618, an Input/Output (I/O) controller 620, and a communication interface 622, each of which may be interconnected via a communication infrastructure 612. Communication infrastructure 612 generally represents any type or form of infrastructure capable of facilitating communication between one or more components of a computing device. Examples of communication infrastructure 612 include, without limitation, a communication bus (such as an ISA, PCI, PCIe, or similar bus) and a network.

Memory controller 618 generally represents any type or form of device capable of handling memory or data or controlling communication between one or more components of computing system 610. For example, in certain embodiments memory controller 618 may control communication between processor 614, system memory 616, and I/O controller 620 via communication infrastructure 612. In certain embodiments, memory controller 618 may perform and/or be a means for performing, either alone or in combination with other elements, one or more of the steps or features described and/or illustrated herein, such as identifying, determining, using, retrieving, creating, receiving, clearing, performing, and updating.
communication infrastructure 612 via an input interface 630. Input device 628 generally represents any type or form of input device capable of providing input, either computer or human generated, to exemplary computing system 610. Examples of input device 628 include, without limitation, a keyboard, a pointing device, a voice recognition device, or any other input device. In at least one embodiment, input device 628 may perform and/or be a means for performing, either alone or in combination with other elements, one or more of the identifying, determining, using, retrieving, creating, receiving, clearing, performing, and updating steps disclosed herein. Input device 628 may also be used to perform and/or be a means for performing other steps and features set forth in the instant disclosure.

As illustrated in FIG. 6, exemplary computing system 610 may also include a primary storage device 632 and a backup storage device 633 coupled to communication infrastructure 612 via a storage interface 634. Storage devices 632 and 633 generally represent any type or form of storage device or medium capable of storing data and/or other computer-readable instructions. For example, storage devices 632 and 633 may be a magnetic disk drive (e.g., a so-called hard drive), a floppy disk drive, a magnetic tape drive, an optical disk drive, a flash drive, or the like. Storage interface 634 generally represents any type or form of interface or device for transferring data between storage devices 632 and 633 and other components of computing system 610. In one example, file-attribute database 120 from FIG. 1 may be stored in primary storage device 632.

In certain embodiments, storage devices 632 and 633 may be configured to read from and/or write to a removable storage unit configured to store computer software, data, or other computer-readable information. Examples of suitable removable storage units include, without limitation, a floppy disk, a magnetic tape, an optical disk, a flash memory device, or the like. Storage devices 632 and 633 may also include other similar structures or devices for allowing computer software, data, or other computer-readable instructions to be loaded into computing system 610. For example, storage devices 632 and 633 may be configured to read and write software, data, or other computer-readable information. Storage devices 632 and 633 may also be a part of computing system 610 or may be a separate device accessed through other interface systems.

As illustrated in FIG. 6, computing system 610 may also include at least one display device 624 coupled to communication infrastructure 612 via a display adapter 626. Display device 624 generally represents any type or form of device capable of visually displaying information forwarded by display adapter 626. Similarly, display adapter 626 generally represents any type or form of device configured to forward graphics, text, and other data from communication infrastructure 612 (or from a frame buffer, as known in the art) for display on display device 624.

As illustrated in FIG. 6, exemplary computing system 610 may also include at least one input device 628 coupled to
Examples of computer-readable media include, without limitation, transmission-type media, such as carrier waves, and physical media, such as magnetic-storage media (e.g., hard disk drives and floppy disks), optical-storage media (e.g., CD- or DVD-ROMs), electronic-storage media (e.g., solid-state drives and flash media), and other distribution systems.

The computer-readable medium containing the computer program may be loaded into computing system 610. All or a portion of the computer program stored on the computer-readable medium may then be stored in system memory 616 and/or various portions of storage devices 632 and 633. When executed by processor 614, a computer program loaded into computing system 610 may cause processor 614 to perform and/or be a means for performing the functions of one or more of the exemplary embodiments described and/or illustrated herein. Additionally or alternatively, one or more of the exemplary embodiments described and/or illustrated herein may be implemented in firmware and/or hardware. For example, computing system 610 may be configured as an application specific integrated circuit (ASIC) adapted to implement one or more of the exemplary embodiments disclosed herein.

FIG. 7 is a block diagram of an exemplary network architecture 700 in which client systems 710, 720, and 730 and servers 740 and 745 may be coupled to a network 750. Client systems 710, 720, and 730 generally represent any type or form of computing device or system, such as exemplary computing system 610 in FIG. 6.

Similarly, servers 740 and 745 generally represent computing devices or systems, such as application servers or database servers, configured to provide various database services and/or run certain software applications. Network 750 generally represents any telecommunication or computer network including, for example, an intranet, a wide area network (WAN), a local area network (LAN), a personal area network (PAN), or the Internet. In one example, client systems 710, 720, and 730 may include modules 102 from FIG. 1 and/or servers 740 and/or 745 may include file-attribute database 120 from FIG. 1.

As illustrated in FIG. 7, one or more storage devices 760(1)-(N) may be directly attached to server 740. Similarly, one or more storage devices 770(1)-(N) may be directly attached to server 745. Storage devices 760(1)-(N) and storage devices 770(1)-(N) generally represent any type or form of storage device or medium capable of storing data and/or other computer-readable instructions. In certain embodiments, storage devices 760(1)-(N) and storage devices 770(1)-(N) may represent network-attached storage (NAS) devices configured to communicate with servers 740 and 745 using various protocols, such as NFS, SMB, or CIFS.

Servers 740 and 745 may also be connected to a storage area network (SAN) 780. SAN 780 generally represents any type or form of computer network or architecture capable of facilitating communication between a plurality of storage devices. SAN 780 may facilitate communication between servers 740 and 745 and a plurality of storage devices 790(1)-(N) and/or an intelligent storage array 795. SAN 780 may also facilitate, via network 750 and servers 740 and 745, communication between client systems 710, 720, and 730 and storage devices 790(1)-(N) and/or intelligent storage array 795 in such a manner that devices 790(1)-(N) and array 795 appear as locally attached devices to client systems 710, 720, and 730. As with storage devices 760(1)-(N) and storage devices 770(1)-(N), storage devices 790(1)-(N) and intelligent storage array 795 generally represent any type or form of storage device or medium capable of storing data and/or other computer-readable instructions.

In certain embodiments, and with reference to exemplary computing system 610 of FIG. 6, a communication interface, such as communication interface 622 in FIG. 6, may be used to provide connectivity between each client system 710, 720, and 730 and network 750. Client systems 710, 720, and 730 may be able to access information on server 740 or 745 using, for example, a web browser or other client software. Such software may allow client systems 710, 720, and 730 to access data hosted by server 740, server 745, storage devices 760(1)-(N), storage devices 770(1)-(N), storage devices 790(1)-(N), or intelligent storage array 795. Although FIG. 7 depicts the use of a network (such as the Internet) for exchanging data, the embodiments described and/or illustrated herein are not limited to the Internet or any particular network-based environment.

In at least one embodiment, all or a portion of one or more of the exemplary embodiments disclosed herein may be encoded as a computer program and loaded onto and executed by server 740, server 745, storage devices 760(1)-(N), storage devices 770(1)-(N), intelligent storage array 795, or any combination thereof. All or a portion of one or more of the exemplary embodiments disclosed herein may also be encoded as a computer program, stored in server 740, run by server 745, and distributed to client systems 710, 720, and 730 over network 750. Accordingly, network architecture 700 may perform and/or be a means for performing, either alone or in combination with other elements, one or more of the identifying, determining, using, retrieving, creating, receiving, clearing, performing, and updating steps disclosed herein. Network architecture 700 may also be used to perform and/or be a means for performing other steps and features set forth in the instant disclosure.

As detailed above, computing system 610 and/or one or more components of network architecture 700 may perform and/or be a means for performing, either alone or in combination with other elements, one or more steps of an exemplary method for sharing the results of computing operations among related computing systems. In one example, this method may include: 1) identifying a need to perform a computing operation on a file, 2) identifying a unique identifier associated with the file, 3) determining, by using the unique identifier to query a shared store that is shared by a group of related computing systems, that at least one computing system within the group of related computing systems has previously performed the computing operation on an instance of the file, and then 4) retrieving the results of the computing operation from the shared store instead of performing the computing operation.

In one example, identifying a unique identifier associated with the file may include identifying a hash of the file. In this example, identifying a hash of the file may include creating the hash and/or retrieving the hash from a local store. The method may also include determining that the file has been modified and then clearing information associated with the file from the local store.

In some examples, the method may also include, prior to identifying a unique identifier associated with the file, determining that an additional instance of the file is likely to be located on at least one additional computing system within the group of related computing systems and/or determining that the file is unlikely to change frequently. In these examples, determining that an additional instance of the file is likely to be located on at least one additional computing system within the group of related computing systems may include determining that the file is located in a location that is likely to contain non-user-generated files and/or determining that the file is not located in a location that is likely to contain...
user-generated files. Similarly, determining that the file is unlikely to change frequently may include determining that the file is located in a location that is commonly associated with static files, determining that the file has changed less than a predetermined number of times within a predetermined period of time, and/or determining that the file has remained static over a predetermined period of time.

Examples of the computing operation include, without limitation, a malware analysis of the file, a data-loss-prevention analysis of the file, a community-based-reputation lookup for the file, and/or a file-type analysis of the file. The shared store may contain a hash of the file, the results of at least one computing operation performed in connection with the file, and/or the date of at least one computing operation performed in connection with the file. In addition, the results of the computing operation may include information that identifies a classification assigned to the file during a malware analysis, at least one rationale for the classification assigned to the file during the malware analysis, and/or at least one virus definition set or heuristic used when performing the malware analysis.

In some examples, determining that at least one computing system within the group of related computing systems has previously performed the computing operation on an instance of the file may include determining that at least one computing system within the group of related computing systems has previously performed a malware analysis on an instance of the file using an identical, similar, or more-recent virus definition set or heuristic.

In some examples, the shared store may include at least a portion of a network-attached storage device, a storage area network, a file server, a cloud-based storage device, and/or a secured partition of a local storage device managed by a hypervisor. The shared store may also be indexed based on file hashes. In addition, the group of related computing systems may include a plurality of virtual machines running on a common host computing device and/or a plurality of physical machines connected to a common network.

In one example, the method may also include: 1) identifying a need to perform an additional computing operation on the file, 2) determining, by using the unique identifier to query the shared store, that the additional computing operation has not been previously performed on an instance of the file, 3) performing the additional computing operation on the file, and then 4) updating the shared store with the results of the additional computing operation.

While the foregoing disclosure sets forth various embodiments using specific block diagrams, flowcharts, and examples, each block diagram component, flowchart step, operation, and/or component described and/or illustrated herein may be implemented, individually and/or collectively, using a wide range of hardware, software, or firmware (or any combination thereof) configurations. In addition, any disclosure of components contained within other components should be considered exemplary in nature since many other architectures can be implemented to achieve the same functionality.

In some examples, all or a portion of exemplary system 100 in FIG. 1 may represent portions of a cloud-computing or network-based environment. Cloud-computing environments may provide various services and applications via the Internet. These cloud-based services (e.g., software as a service, platform as a service, infrastructure as a service, etc.) may be accessible through a web browser or other remote interface. Various functions described herein may be provided through a remote desktop environment or any other cloud-based computing environment.

The process parameters and sequence of steps described and/or illustrated herein are given by way of example only and can be varied as desired. For example, while the steps illustrated and/or described herein may be shown or discussed in a particular order, these steps do not necessarily need to be performed in the order illustrated or discussed. The various exemplary methods described and/or illustrated herein may also omit one or more of the steps described or illustrated herein or include additional steps in addition to those disclosed.

While various embodiments have been described and/or illustrated herein in the context of fully functional computing systems, one or more of these exemplary embodiments may be distributed as a program product in a variety of forms, regardless of the particular type of computer-readable media used to actually carry out the distribution. The embodiments disclosed herein may also be implemented using software modules that perform certain tasks. These software modules may include script, batch, or other executable files that may be stored on a computer-readable storage medium or in a computing system. In some embodiments, these software modules may configure a computing system to perform one or more of the exemplary embodiments disclosed herein.

In addition, one or more of the modules described herein may transform data, physical devices, and/or representations of physical devices from one form to another. For example, query module 108 in FIG. 1 may transform a property or characteristic of shared stores 216 and 306 in FIGS. 2 and 3 by modifying or storing the results of computing operations performed by related computing systems within such stores.

The preceding description has been provided to enable others skilled in the art to best utilize various aspects of the exemplary embodiments disclosed herein. This exemplary description is not intended to be exhaustive or to be limited to any precise form disclosed. Many modifications and variations are possible without departing from the spirit and scope of the instant disclosure. The embodiments disclosed herein should be considered in all respects illustrative and not restrictive. Reference should be made to the appended claims and their equivalents in determining the scope of the instant disclosure.

Unless otherwise noted, the terms “a” or “an,” as used in the specification and claims, are to be construed as meaning “at least one.” In addition, for ease of use, the words “including” and “having,” as used in the specification and claims, are interchangeable with and have the same meaning as the word “comprising.”

What is claimed is:

1. A computer-implemented method for sharing the results of computing operations among related computing systems, at least a portion of the method being performed by a computing system comprising at least one processor, the method comprising:

(a) identifying a need to perform a computing operation on a file;
(b) determining that the file satisfies criteria related to potential savings of computing resources within a group of related computing systems, the determination indicating that computing resources required to perform the computing operation on the file will likely exceed computing resources required to identify and share results of the computing operation previously performed by at least one other computing system within the group of related computing systems;
(c) only after determining that the file satisfies the criteria related to potential savings of computing resources...
within the group of related computing systems, identifying a unique identifier associated with the file; determining, by using the unique identifier to query a shared store that is shared by the group of related computing systems, that the other computing system within the group of related computing systems has previously performed the computing operation on an instance of the file; retrieving the results of the computing operation previously performed by the other computing system from the shared store instead of performing the computing operation.

2. The method of claim 1, wherein identifying a unique identifier associated with the file comprises identifying a hash of the file.

3. The method of claim 2, wherein identifying a hash of the file comprises at least one of: creating the hash; retrieving the hash from a local store.

4. The method of claim 3, further comprising: determining that the file has been modified; clearing information associated with the file from the local store.

5. The method of claim 1, wherein determining that the file satisfies the criteria related to potential savings of computing resources within the group of related computing systems comprises at least one of: determining that an additional instance of the file is likely to be located on at least one additional computing system within the group of related computing systems; determining that the file is unlikely to change frequently.

6. The method of claim 5, wherein determining that an additional instance of the file is likely to be located on at least one additional computing system within the group of related computing systems comprises at least one of: determining that the file is located in a location that is likely to contain non-user-generated files; determining that the file is not located in a location that is likely to contain user-generated files.

7. The method of claim 5, wherein determining that the file is unlikely to change frequently comprises at least one of: determining that the file is located in a location that is commonly associated with static files; determining that the file has changed less than a predetermined number of times within a predetermined period of time; determining that the file has remained static over a predetermined period of time.

8. The method of claim 1, wherein the shared store contains at least one of: a hash of the file; the date of the computing operation performed in connection with the file.

9. The method of claim 8, wherein the results of the computing operation performed in connection with the file comprise information that identifies at least one of: a classification assigned to the file during a malware analysis; at least one rationale for the classification assigned to the file during the malware analysis; at least one virus definition set or heuristic used when performing the malware analysis.

10. The method of claim 1, wherein the computing operation comprises at least one of: a malware analysis of the file; a data-loss-prevention analysis of the file; a community-based-reputation lookup for the file; a file-type analysis of the file.

11. The method of claim 1, wherein determining that at least one other computing system within the group of related computing systems has previously performed the computing operation on an instance of the file comprises determining that at least one other computing system within the group of related computing systems has previously performed a malware analysis on an instance of the file using: an identical virus definition set or heuristic; a similar virus definition set or heuristic; a more-recent virus definition set or heuristic.

12. The method of claim 1, wherein the shared store comprises at least a portion of at least one of: a network-attached storage device; a storage area network; a file server; a cloud-based storage device; a secured partition of a local storage device managed by a hypervisor.

13. The method of claim 1, wherein the shared store is indexed based on file hashes.

14. The method of claim 1, wherein the group of related computing systems comprises: a plurality of virtual machines running on a common host computing system; a plurality of physical machines connected to a common network.

15. The method of claim 1, further comprising: identifying a need to perform an additional computing operation on the file; determining, by using the unique identifier to query the shared store, that the additional computing operation has not been previously performed on an instance of the file; performing the additional computing operation on the file; updating the shared store with the results of the additional computing operation.

16. A system for sharing the results of computing operations among related computing systems, the system comprising: an operation-identification module programmed to identify a need to perform a computing operation on a file; a file-identification module programmed to: determine that the file satisfies criteria related to potential savings of computing resources within a group of related computing systems, the determination indicating that computing resources required to perform the computing operation on the file will likely exceed computing resources required to identify and share results of the computing operation previously performed by at least one other computing system within the group of related computing systems; only after determining that the file satisfies the criteria related to potential savings of computing resources within the group of related computing systems, identify a unique identifier associated with the file; a query module programmed to: determine, by using the unique identifier to query a shared store that is shared by the group of related computing systems, that the other computing system within the group of related computing systems has previously performed the computing operation on an instance of the file; retrieving the results of the computing operation previously performed by the other computing system from the shared store instead of performing the computing operation;
at least one computer processor configured to execute the operation-identification module, the file-identification module, and the query module.

17. The system of claim 16, wherein the file-identification module determines that the file satisfies the criteria related to potential savings of computing resources within the group of related computing systems by at least one of:

determining that an additional instance of the file is likely to be located on at least one additional computing system within the group of related computing systems;

determining that the file is unlikely to change frequently.

18. The system of claim 16, wherein the shared store contains at least one of:

hash of the file;
the date of the computing operation performed in connection with the file.

19. A non-transitory computer-readable-storage medium comprising one or more computer-executable instructions that, when executed by at least one processor of a computing system, cause the computing system to:

identify a need to perform a computing operation on a file;
determine that the file satisfies criteria related to potential savings of computing resources within a group of related computing systems, the determination indicating that computing resources required to perform the computing operation on the file will likely exceed computing resources required to identify and share results of the computing operation previously performed by at least one other computing system within the group of related computing systems;

only after determining that the file satisfies the criteria related to potential savings of computing resources within the group of related computing systems, identify a unique identifier associated with the file;
determine, by using the unique identifier to query a shared store that is shared by the group of related computing systems, that the other computing system within the group of related computing systems has previously performed the computing operation on an instance of the file;

retrieve the results of the computing operation previously performed by the other computing system from the shared store instead of performing the computing operation.

20. The computer-readable-storage medium of claim 19, wherein the computing operation comprises at least one of:
a malware analysis of the file;
a data-loss-prevention analysis of the file;
a community-based-reputation lookup for the file;
a file-type analysis of the file.

* * * * *