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ABSTRACT
In accordance with one embodiment, a method of generating language models for speech recognition includes identifying a plurality of utterances in training data corresponding to speech, generating a frequency count of each utterance in the plurality of utterances, generating a high-frequency plurality of utterances from the plurality of utterances having a frequency that exceeds a predetermined frequency threshold, generating a low-frequency plurality of utterances from the plurality of utterances having a frequency that is below the predetermined frequency threshold, generating a grammar-based language model using the high-frequency plurality of utterances as training data, and generating a statistical language model using the low-frequency plurality of utterances as training data.
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SPEECH RECOGNITION USING MULTIPLE LANGUAGE MODELS

This application claims the benefit of priority of U.S. provisional application Ser. No. 61/477,533, filed Apr. 20, 2011, the disclosure which is herein incorporated by reference in its entirety.

TECHNICAL FIELD

This application relates generally to the field of automated speech recognition, and more particularly to intelligent speech recognitions systems and methods that employ multiple language models.

SUMMARY

In accordance with one embodiment, a method of generating language models for speech recognition includes identifying a plurality of utterances in training data corresponding to speech, generating a frequency count of each utterance in the plurality of utterances, generating a high-frequency plurality of utterances from the plurality of utterances having a frequency that exceeds a predetermined but adjustable frequency threshold, generating a low-frequency plurality of utterances from the plurality of utterances having a frequency that is below the predetermined frequency threshold, generating a grammar-based language model using the high-frequency plurality of utterances as training data, and generating a statistical language model using the low-frequency plurality of utterances as training data.

In accordance with a further embodiment, a method of performing speech recognition includes collecting a plurality of utterances, generating a frequency count of each utterance in the plurality of utterances, identifying a high-frequency segment of the plurality of utterances based upon a predetermined frequency threshold, identifying a low-frequency segment of the plurality of utterances based upon the predetermined frequency threshold, generating a final grammar-based language model based on at least a portion of the high-frequency segment, generating a final statistical language model based on at least a portion of the low-frequency segment, performing a first speech recognition using the final grammar-based language model, performing a second speech recognition using the final statistical language model, and determining a recognized speech based upon the first speech recognition and the second speech recognition. The method further includes the refinement of the threshold to improve the performance of the speech recognizers with multiple models.

In yet another embodiment, an intelligent speech recognition system includes at least one audio input, at least one memory, a family of grammar-based language models stored within the at least one memory, a family of statistical language models stored within the at least one memory, and at least one processor operably connected to the at least one audio input and the at least one memory and configured to (i) perform a first speech recognition using the family of grammar-based language models, (ii) perform a second speech recognition using the family of statistical language models, and (iii) determine a recognized speech based upon the first speech recognition and the second speech recognition, wherein the family of grammar-based language models is generated based on a generated frequency count of each utterance in a plurality of utterances identified as being in a high-frequency segment of the plurality of utterances based on a predetermined frequency threshold, and the family of statistical language models is generated based on a generated frequency count of each utterance in a plurality of utterances identified as being in a low-frequency segment of the plurality of utterances based on the predetermined frequency threshold.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic view of an intelligent speech recognition system that is configured to use a family of grammar-based language models and a family of statistical language models to perform speech recognition on spoken utterances.

FIG. 2 is a block diagram of a process for generating the family of grammar-based language models and the family of statistical language models using selected segments of a training data set.

FIG. 3 is a schematic diagram of a training system, which in this embodiment uses components in common with the speech recognition system of FIG. 1, which can be used to execute the process of FIG. 2.

FIG. 4 is a simplified graphical representation of an example statistical model identifying probabilities for a word to be spoken based upon a single previously spoken word.

FIG. 5 is a block diagram of a process that is used to generate, for each of the models within the family of grammar-based language models and the family of statistical language models, a range of confidence scores, generated by a recognizer associated with a respective one of the language models, each point in the range of confidence scores associated with a correctly recognized test utterance.

FIG. 6 is a block diagram of a process for using the family of grammar-based language models and the family of statistical language models to recognize unknown utterances.

FIG. 7 is a schematic view of an intelligent speech recognition system that is configured to use a family of grammar-based language models and a family of statistical language models to perform speech recognition on spoken utterances wherein a small footprint family of models is located within a client device and a large footprint family of models and a small footprint family of models is stored within a cloud computing system connected to the client device by a network.

DETAILED DESCRIPTION

For a general understanding of the details for the systems and processes disclosed herein, the drawings are referenced throughout this document. In the drawings, like reference numerals designate like elements. As used herein, the term “utterance” refers to any speech spoken by a human including words and phrases. The term “utterance data” refers to data corresponding to one or more utterances. The utterance data may correspond to a direct sound recording of the utterance or may be processed data generated from a speech recognizer, which typically includes a front-end processor, such as a digital signal processor, acoustic modeler, and a language model.

FIG. 1 depicts a schematic diagram of a speech recognition system 100. System 100 includes a processor 104, memory 112, and audio input 132. The processor 104 is an electronic processing device such as a microcontroller, application specific integrated circuit (ASIC), field programmable gate array (FPGA), microprocessor including microprocessors from the x86 and ARM families, or any electronic device configured to perform the functions disclosed herein.

In the embodiment of FIG. 1, processor 104 includes N cores 108. Each core 108 in the processor 104 is configured to execute programmed instructions, and the cores 108 are con-
in general, the system 100 receives spoken user natural language requests corresponding to various operations implemented in the device 136 which in the embodiment of FIG. 1 is an entertainment system 136. For example, the audio input 132 may be configured to receive a spoken request such as “PLAY NEXT SONG” and the processor 104 generates a command signal for the entertainment system 136 to advance playback to the next song in a song playlist. In some embodiments, the spoken user requests may be in the form of predetermined commands.

The family of grammar-based models 124 and the family of statistical models 128 of FIG. 1 are generated in one embodiment by a process 200 depicted in FIG. 2. The process 200 can be used to generate multiple language models from training data. Process 200 is described with reference to the speech language model training system 300 of FIG. 3, but the process 200 is also suitable for use with alternative speech recognition system embodiments. Moreover, while the training system 300 of FIG. 3 uses the same processor 104, audio input 132, and memory 112 of FIG. 1, different components are used to generate the family of grammar-based models 124 and the family of statistical models 128 with the family of grammar-based models 124 and the family of statistical models 128 then saved into the system 100 in other embodiments.

The memory 112 in FIG. 3 includes training data 301, an annotation module 302 for classification of utterances in speech data, a grammar-based training module 303 for generation of one or more grammar-based language model(s) for speech recognition, and a statistical training module 304 for generation of one or more statistical language model(s) for speech recognition.

The training data 301 correspond to a plurality of utterances that are used for generating language models to perform speech recognition. The training data 301 include speech data corresponding to a plurality of utterances. Each utterance is a spoken word, phrase having multiple words, or a sentence with multiple words. In a typical embodiment, the training data 301 include multiple variations of a single utterance, such as speech data for a single phrase as spoken by various people. The contents of the training data 301 are configurable to include utterances that are typical of speech patterns that the system 100 recognizes during operation.

Process 200 includes generation of both grammar-based language models and statistical language models such as n-gram models and class-based n-gram models. Grammar-based language models include finite state grammars and context free grammars, among others. These models are typically optimized for accurate and efficient recognition of a comparatively small set of terms that are frequently used in speech. An example of a finite state grammar is represented as one or more graphs with a plurality of nodes representing words or word classes connected to each other by edges. Various rules in the grammar-based model govern the distribution of edges between words and word classes that are recognized in the grammar. The rules can be generated from observations of transitions between words in frequently used utterances in training data. Some of the grammar rules may be derived recursively, for example, through word classes.

Statistical language models include n-gram models that are generated from a large corpus of text. In one configuration, n-gram models use the state of one or more known words to provide a conditional probability for what the next word will be. The "n" in n-gram represents a number of given words that are evaluated to determine the probability of the next word. Thus, in a 2-gram or bigram model trained over an English corpus, one word has empirically measured probabilities of preceding another word. This concept is discussed with ref-
In FIG. 4, an initial word 312 has been previously identified, which in this example is the word "traffic". Based upon the large corpus of text, a set of possible words for a word which follows the word "traffic" is identified. This set of word is represented in this simplified example by the "following words" 314, 316, 318, 320, and 322. For each of the following words 314, 316, 318, 320, and 322, a respective probability 324, 326, 328, 330, and 332 is assigned based upon the empirical data from the corpus of text. The probabilities 324, 326, 328, 330, and 332, which will add up to a value of "1", indicate the likelihood that the associated following word 314, 316, 318, 320, or 322, will be spoken. Thus, when the previously identified word is "TRAFFIC", in the example of FIG. 4, the most likely word to occur next is "LIGHT".

What is an example of a single word that was used to generate the probabilities for a following word, other n-gram models use two or more known words to generate a conditional probability for the next word in a phrase.

The grammar-based language models and statistical models such as the n-gram models are each effective in performing speech recognition. The two types of models, however, perform differently for different speech patterns. Grammar-based models typically perform the best when analyzing a narrow scope of speech and the grammatical alternatives have roughly the same probability, or are uniformly distributed. Statistical models perform best when analyzing more complex phrases with a stable but non-flat distribution so that different alternatives can be easily distinguished.

Process 200 begins by collecting utterance data (block 204). In one embodiment, the utterance data is collected directly by prompting a user to speak predetermined words and phrases. In another embodiment, the utterance data includes a data corresponding to words, phrases, and sentences recorded from multiple sources. In one embodiment, the user simply responds naturally to prompts using the user’s own natural expressions or utterances. The collected utterance data is stored as the training data 301 in the memory 112.

Process 200 continues by annotating the utterance data with class labels (block 208). Annotations include classes that are assigned to one or more utterance entries. The classes include, for example, user natural language requests, commands and named entities that the speech recognition system recognizes. Examples of user natural language requests or commands in an automotive speech recognition system include playing a song, pausing playback, setting a location in a navigation system, dialing a phone number, text messaging, making a reservation, and requesting a weather report. Annotations may also be applied to classes of names of entities such as titles of songs, albums, place of interests, and radio channels. In system 300, the processor 104 may annotate the utterance data dynamically using the annotation module 302 prior to generating the language models.

As described above, each of the grammar-based language models and statistical language models are better suited to deal with a respective type of utterances. Accordingly, process 200 segments the training utterance data to enable each language model to be generated with a subset of the training utterance data that includes utterances that are best suited to each of the language models. To this end, process 200 identifies the frequency of each utterance in the training utterance data (block 212). The number of utterances that correspond to each class annotation can be used to generate a histogram of the frequency of each type of utterance in the training data.
models are rejected and the process 200 increases the frequency threshold used to divide the utterance data into the high-frequency segment and the low-frequency segment (block 240). Process 200 subsequently segments the utterance data using the increased frequency threshold, generates grammar-based and statistical language models with the revised utterance data segments, and performs speech recognition tests with the revised language models as described above in process blocks 216-232 until at least one model reaches the performance target (block 236). Once a language model reaches the performance target, in any of the scenarios described herein, the language model is saved in the appropriate family of language models 124 or 128 in the memory 112.

If both the grammar-based and statistical language models exceed the performance threshold (block 244), the tuning process ends and both of the language models are saved and the process 200 continues with a ranking phase that is described in more detail below.

In the alternative, one of either the grammar-based language model or the statistical language model exceeds the performance threshold, while the other language model falls below the performance threshold (block 244). If only the grammar-based language model exceeds the performance threshold (block 248), the original grammar-based language model is saved. Then, the low-frequency utterance data segment used to generate the statistical language model is subdivided into a high-frequency sub-segment and a low-frequency sub-segment using a second frequency threshold that is lower than the first frequency threshold (block 252).

The just tested statistical language model is then discarded and process 200 generates new grammar-based and statistical language models. A new grammar-based language model (high frequency model) is generated using the original high-frequency segment and the high-frequency sub-segment (block 220). In an alternative embodiment, a new grammar-based model is generated using only the high frequency sub-segment. Additionally, a new statistical language model (low-frequency model) is generated using only the low-frequency sub-segment (block 224).

The process 200 then continues at block 232, and performs speech recognition tests with the new language models (block 232). The newly generated grammar-based language model based on the high-frequency sub-segment in the low-frequency segment can have different grammar rules than the earlier generated grammar-based language model based on the original high-frequency utterance data segment. If both of the language models meets or exceeds the performance threshold, the models are saved and the process stops. If only one of the language models meets or exceeds the performance criteria, then that model is saved and process 200 continues at either block 252 or 256.

In cases wherein only the statistical language model exceeds the predetermined performance threshold (block 248), the statistical language model is saved in some embodiments, and the high-frequency utterance data segment used to generate the grammar-based language model is subdivided into a high-frequency sub-segment and a low-frequency sub-segment using a third frequency threshold that is higher than the original threshold (block 256).

The just tested grammar-based language model is then discarded and process 200 generates new grammar-based and statistical language models. A new grammar-based language model (high frequency model) is generated using only the high-frequency sub-segment (block 220). Additionally, a new statistical language model (low-frequency model) is generated using the low-frequency sub-segment (block 224). In alternative embodiments, a statistical language model may be generated using both the low-frequency sub-segment and the original low-frequency segment. The process 200 then continues at block 232, and performs speech recognition tests with the new language models (block 232). The newly generated statistical language model based on the low-frequency sub-segment can have different grammar rules than the earlier generated statistical language model based solely on the original low-frequency utterance data segment.

Process 200 continues the tuning phase by subdividing the utterance data into high-frequency and low-frequency sub-segments using different frequency thresholds until each of the generated language models (from blocks 220 and 224) exceeds the predetermined performance threshold at block 244 or until a desired number of grammar-based and/or statistical language models have been generated. The pattern of frequency thresholds may be predetermined or may be based upon the performance scores of the two models.

Once all of the generated language models exceed the relevant performance threshold (block 244), process 200 continues with a ranking phase. A ranking phase is depicted in FIG. 5 as process 400. The ranking phase, which can be executed using the system of FIG. 1 or 3, can be executed concurrently with the process of FIG. 2. The ranking process 400 begins at block 402 with obtaining test utterance data. Each of the models in the family of grammar-based language models and the family of statistical language models then analyze the test utterance data at block 404.

Each of the models in the family of grammar-based language models 124 and the family of statistical language models 128 is associated with a recognizer which at block 406 generates a recognized output and a confidence score for each of the respective models in the family of grammar-based language models and the family of statistical language models. At block 408, the recognized output of each of the models in the family of grammar-based language models and the family of statistical language models is compared to the actual test utterance transcribed manually (aka, the reference sentence of the same speech utterance).

If at block 408 the recognized output of a particular model is correct, i.e. it matches the test utterance data, then the process 400 continues at block 410 and the confidence score generated by the associated recognizer for the analysis of the test utterance data is used to define range of confidence scores associated correctly recognizing test data utterances. If at block 408 the recognized output of a particular model is not correct, i.e. it does not match the test utterance data, then the process 400 continues at block 414 and the confidence score generated by the associated recognizer for the analysis of the test utterance data is rejected.

Process 400 then continues at block 416 and the ranges of confidence scores associated with correctly recognizing test data utterances for each of the models in the family of grammar-based language models and the family of statistical language models is assessed to determine whether or not a desired range of confidence scores associated with correctly recognizing test data utterances has been generated. This assessment may be based upon, for example, a threshold number of correctly recognized test utterances. If a respective range has been adequately defined at block 412, the process terminates at block 416.

If additional confidence scores are needed in order to establish, for each of the models, a respective desired range of confidence scores associated with correctly recognized test data utterances, then the process continues at block 402. If desired, all of the models may be used to assess additional test
utterance data. Alternatively, only a subset of models may be used to assess additional test utterance data.

Once a respective desired range of confidence scores associated with correctly recognized test data utterances has been generated for each of the models in the family of grammar-based language models and the family of statistical language models, the ranges are stored in the result ranking module 130 of FIG. 1. The system 100 may then be used in an operational mode to recognize unknown utterance data.

One process for recognizing new speech utterance is depicted in FIG. 6. The recognition process 500 of FIG. 6 begins when the system 100 receives the speech utterance for recognition (block 260). In system 100, the audio input 132 receives the speech utterance using, for example, a microphone to receive a spoken user natural language request or a command. Once the speech data are received, process 500 performs speech recognition on the speech data using each of the generated grammar-based and statistical language models (block 264). As described above, all the generated language model are used in the speech recognition process. In system 100, processor 104 performs speech recognition using some or all of the generated language models concurrently on the processing cores 108.

For each of the various grammar-based and statistical language models, the speech recognizer with that model produces a result for the input speech data. If the results generated by all of the language models are same (block 268), then the final speech recognition result is simply the same recognition result (block 272).

In situations where the results from different language models produce two or more different results, process 200 selects a result using the result ranking module 130 (block 276). Specifically, as noted above, each of the language models has an associate recognizer which produces a recognized output. The recognizers also generate a confidence score associated with the recognized output. The processor 104 executes instructions from the result ranking module 130 to analyze the generated confidence score for each of the models against the range of confidence scores associated with correctly recognized test data utterances (the “acceptable range of confidence scores”) in block 278.

If the generated confidence score of a result from a particular language model is lower than the lowest confidence score in the acceptable range of confidence scores, then the recognized output of that model is discarded. If all of the confidence scores for all of the language models are lower than the lowest confidence score in the respective acceptable range of confidence scores, then the system flags the result as unrecognized.

If only one confidence score of all of the language models is higher than the lowest confidence score in the respective acceptable range of confidence scores, then the recognized output associated with that confidence score is identified as the recognized output for the system 100.

If more than one confidence score of all of the language models is higher than the lowest confidence score in the respective acceptable range of confidence scores, then the system 100 ranks the confidence scores of the results from the remaining models. In one embodiment, the confidence scores of the remaining models are ranked as a percentage of the highest confidence score in the acceptable range of confidence scores for the respective model. Thus, if model M1 has a confidence score of 75 and an acceptable range of confidence scores of 60-75, then model M2 would have a 100% relative confidence score or ranking, derived from (90-75)/(100-75)=1.25=60%. Accordingly, the output of model M1 would be selected as the recognized output for the system 100 because M1 has a higher relative confidence score. Ranking percentages of greater than 100% are possible. In another embodiment, the relative confidence score can be calculated by a weighted formula, where the weights are proportional to the counts of the confidence scores or the counts of the confidence score bins in the confidence score range.

In the embodiment of FIG. 1, the family of grammar-based language models 124 and the family of statistical language models 128 are stored within the same memory 112 and executed by the same processor 104. In another embodiment, one or more models in a family of language models 124/128 may be stored within a device while the models in the other family of models 124/128 is stored remotely in a cloud computing system and accessed over a network. In some of these embodiments, two separate systems which may be identical to the system 100, but including only a single family of models 124/128, are used to generate recognized outputs from the models along with the associated confidence scores.

FIG. 7, by way of example, depicts a cloud computing system 600. System 600 includes a remote system 602 and a client device 604. The remote system 602 includes a processor 606, memory 608, and audio input 610. The memory 608 is configured to hold one or more stored programs that provide programmed instructions that are executed by the processor 606. The programs include a family of grammar-based language models 612 and a family of statistical language models 614, and a result ranking module 616. The remote system 602 is thus substantially identical to the system 100. The system 600 in some embodiments, however, has substantially greater computing power and resources (e.g., memory) than the corresponding components in system 100. In some embodiments, the remote system 602 does not include one or more of the audio input 610, grammar-based language models 612, and result ranking module 616.

The client device 604 is operably connected to the remote system 602 by a network 620. The client device 604 includes a processor 626, memory 628, and audio input 630. The memory 628 is configured to hold one or more stored programs that provide programmed instructions that are executed by the processor 626. The programs include a family of grammar-based language models 632, and a result ranking module 636.

The client device 604, which in this embodiment is an in-vehicle entertainment system, is thus substantially identical to the system 100. The system 604, however, has substantially less computing power and resources (e.g., memory) than the corresponding components in the remote system 602.

The system 600 operates in much the same manner as the system 100. Some differences, however, include the manner in which speech recognition is divided. Specifically, in the system 600, the client device 604 receives an audio input through the audio input 630. A digital form of the input is then sent to the processor 606 which performs speech recognition using the family of statistical language models 614. Concurrently, the processor 626 performs speech recognition using the family of grammar based language models 628. Because of the greater computing power of the remote system 602, both speech recognition analyses are completed in less time than would be necessary for the processor 626 to complete both speech recognition analyses.

The remote system 602 then passes the results and confidence scores from the analysis using the statistical language models 614 to the processor 626 and the processor 626 performs a result ranking analysis as described above.
Accordingly, a small footprint family of models, typically grammar-based language models 632, may be used by the speech recognition engine in a thin client device such as, an in-vehicle entertainment system, an end-user computer system, a mobile computing device (such as personal digital assistant, mobile phone, smartphone, tablet, laptop, or the like), a consumer electronic device, a gaming device, a music player, a security system, a network server or server system, a telemmedicine system, or any combination or portion thereof. At the same time, the other language models, such as the large statistical language model 128, may be used by a speech recognition engine in one or more powerful servers, for example, in a cloud computing system accessed over a network. The output results from both speech recognition engines can be combined based on confidence scores as described above.

While the invention has been illustrated and described in detail in the drawings and foregoing description, the same should be considered as illustrative and not restrictive in character. It is understood that only the preferred embodiments have been presented and that all changes, modifications and further applications that come within the spirit of the invention are desired to be protected.

What is claimed is:

1. A method of generating language models for speech recognition comprising:
   identifying a plurality of utterances in training data corresponding to speech;
   generating a frequency count of each utterance in the plurality of utterances;
   generating a high-frequency plurality of utterances from the plurality of utterances having a frequency that exceeds a predetermined frequency threshold;
   generating a low-frequency plurality of utterances from the plurality of utterances having a frequency that is below the predetermined frequency threshold;
   generating with at least one processor a grammar-based language model using the high-frequency plurality of utterances as training data;
   storing the grammar based language model in a memory;
   generating with the at least one processor a statistical language model using the low-frequency plurality of utterances as training data; and
   storing the statistical language model in the memory.

2. The method of claim 1, further comprising:
   performing a plurality of speech recognition experiments with the grammar-based language model;
   identifying a performance of the grammar-based language model in the speech recognition experiments;
   generating a second low-frequency plurality of utterances and second high-frequency plurality of utterances from the low-frequency plurality of utterances from the high-frequency plurality of utterances when the performance of the statistical language model is below a predetermined performance threshold;
   generating a second grammar-based language model using the second high-frequency plurality of utterances as training data by executing with the at least one processor program instructions stored in the memory; and
   generating a second statistical language model using the second low-frequency plurality of utterances as training data by executing with the at least one processor the program instructions stored in the memory.

4. The method of claim 1, further comprising:
   performing a plurality of speech recognition experiments with the grammar-based language model;
   identifying a performance of the grammar-based language model in the speech recognition experiments by executing with the at least one processor program instructions stored in the memory;
   performing the plurality of speech recognition experiments with the statistical language model;
   identifying a performance of the statistical language model in the speech recognition experiments by executing with the at least one processor the program instructions stored in the memory; and
   increasing the predetermined frequency threshold when the performance of the grammar-based language model is below a predetermined performance threshold and the performance of the statistical language model is below another predetermined performance threshold.

5. The method of claim 1, wherein:
   the at least one processor comprises a first processor core and a second processor core; and
   the first processor core performs at least a portion of the generation of the grammar-based language model concurrently with the second processor core performing at least a portion of generation of the statistical language model.

6. The method of claim 1 further comprising:
   performing, by executing with the at least one processor program instructions stored in the memory, a speech recognition operation on speech data using the stored grammar-based language model to generate a first speech recognition result;
   performing, by executing with the at least one processor the program instructions stored in the memory, a speech recognition operation on the speech data using the stored statistical language model to generate a second speech recognition result; and
   identifying, by executing with the at least one processor the program instructions stored in the memory, a final speech recognition result as either of the first speech recognition result or the second speech recognition result when the first speech recognition result is equivalent to the second speech recognition result.

7. The method of claim 6, the identification of the final speech recognition result further comprising:
   identifying a first relative confidence score of the first speech recognition result;
   identifying a second relative confidence score of the second speech recognition result; and
   identifying the first speech recognition result as the final speech recognition result when the first relative confidence score is greater than the second relative confidence score; and
identifying the second speech recognition result as the final speech recognition result when the second relative confidence is greater than the first relative confidence score.

8. The method of claim 6, wherein:
   the at least one processor comprises a first processor core and a second processor core; and
   the first processor core performs at least a portion of the speech recognition operation using the grammar-based language model concurrently with the second processor core performing at least a portion of the speech recognition operation using the statistical language model.

9. A method of performing speech recognition comprising:
   collecting a plurality of utterances;
   generating a frequency count of each utterance in the plurality of utterances;
   identifying a high-frequency segment of the plurality of utterances based upon a predetermined frequency threshold;
   identifying a low-frequency segment of the plurality of utterances based upon the predetermined frequency threshold;
   generating a family of grammar-based language models based on at least a portion of the high-frequency segment;
   generating a family of statistical language models based on at least a portion of the low-frequency segment;
   performing a first speech recognition using the family of grammar-based language models;
   performing a second speech recognition using the family of statistical language models; and
   determining a recognized speech based upon the first speech recognition and the second speech recognition.

10. The method of claim 9, wherein at least one of the family of grammar-based language models and the family of statistical language models includes more than one language model.

11. An intelligent speech recognition system comprising:
   at least one audio input;
   at least one memory;
   a family of grammar-based language models stored within the at least one memory;
   a family of statistical language models stored within the at least one memory; and
   at least one processor operably connected to the at least one audio input and the at least one memory and configured to (i) perform a first speech recognition using the family of grammar-based language models, (ii) perform a second speech recognition using the family of statistical language models, and (iii) determine a recognized speech based upon the first speech recognition and the second speech recognition, wherein
   the family of grammar-based language models is generated based upon a generated frequency count of each utterance in a plurality of utterances identified as being in a high-frequency segment of the plurality of utterances based upon the predetermined frequency threshold; and
   the family of statistical language models is generated based upon a generated frequency count of each utterance in a plurality of utterances identified as being in a low-frequency segment of the plurality of utterances based upon the predetermined frequency threshold.

12. The system of claim 11, wherein:
   the family of statistical language models includes a plurality of statistical language models; and
   the family of grammar-based language models includes a plurality of grammar-based language models.

13. The system of claim 11, wherein at least a portion of the intelligent speech recognition system is located within or remotely from one or more client devices.

14. The system of claim 13, wherein the client device is selected from a group consisting of an in-vehicle entertainment system, an end-user computer system, a mobile computing device, an electronic device, a gaming device, a music player, a security system, a network server or server system, and a telemedicine system.

15. The system of claim 11, wherein the at least one audio input comprises a microphone.

16. The system of claim 11, further comprising:
   a plurality of recognizers, each of the plurality of recognizers associated with a respective one of the models in the family of grammar-based language models and the family of statistical language models, and configured to generate a recognized output and a confidence score associated with the recognized output based upon a model output from the respective model in the family of grammar-based language models or the family of statistical language models, the model output based upon utterance data provided to the respective model.

17. The system of claim 16, wherein the at least one processor is configured to:
   determine if the recognized output for a first utterance data is correct;
   save the confidence score associated with each recognized output for the first utterance data that is correct; and
   define a respective range of confidence scores for each of the family of grammar-based language models and the family of statistical language models based upon the saved confidence scores.

18. The system of claim 17, wherein the at least one processor is further configured to:
   obtain a second confidence score associated with each recognized output for a second utterance data;
   compare the obtained second confidence score associated with each recognized output to the respective range of confidence scores; and
   determine the recognized speech based upon the comparison of the obtained second confidence scores.

19. The system of claim 11, wherein:
   the family of grammar-based language models is stored within one of a client device and a cloud computing system operably connected to the client device through a network; and
   the family of statistical language models is stored within the other of the client device and the cloud computing system.

20. The system of claim 19, wherein the family of grammar-based language models is stored within the client device.