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(57) ABSTRACT

A monitoring camera arranged to monitor a scene and a
method of controlling camera settings for a monitoring cam-
era arranged to monitor a scene wherein images are captured
of different parts of the scene by altering a field of view of the
camera, wherein data defining a camera settings control area
within the scene is accessed, and it is determined if there is an
overlapping region between a current field of view of the
camera and the camera settings control area, and if there is an
overlapping region, camera settings are controlled based on
the overlapping region.
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1
MONITORING METHOD AND CAMERA

TECHNICAL FIELD

The present invention relates to a monitoring camera and a
method for controlling camera settings.

BACKGROUND

Monitoring cameras are used in many different applica-
tions, both indoors and outdoors, to monitor a variety of
environments. In order to receive useful images of good qual-
ity from such a camera, it is important to use appropriate
settings that are correctly adapted to the present conditions of
the monitored scene and which allow an operator of the
camera to see any events of interest within the monitored
scene. Some cameras are able to monitor different parts of a
scene by changing or moving a field of view e.g. by panning,
tilting or zooming the camera. For such cameras it may be
even more challenging to find the correct settings since e.g.
the lighting conditions of the monitored environment may
change as the camera moves.

SUMMARY OF THE INVENTION

In view of the above, it is thus an object of the present
invention to overcome or at least mitigate the above-men-
tioned challenges and to provide an improved way of control-
ling camera settings.

According to a first aspect of the invention a method of
controlling camera settings for a monitoring camera arranged
to monitor a scene, the monitoring camera being arranged to
capture images of different parts of the scene by altering a
field of view of the camera, comprises the steps of

accessing data defining a camera settings control area
within the scene,

determining if there is an overlapping region between a
current field of view of the camera and the camera settings
control area, and

if there is an overlapping region, controlling camera set-
tings based on image data captured by the monitoring camera
in the overlapping region.

In this way it is possible to ensure that the most important
parts of a scene are depicted with good image quality. This
improves the usefulness of the captured video and makes it
more likely that interesting details will be noticed correctly.

The camera settings may include at least one of: focus
settings, exposure settings, white balance settings, IR cut
filter settings, iris control settings and settings for an illumi-
nation unit.

Other settings may also be possible to control. When con-
trolling focus settings based on the overlapping region, it is
ensured that the image captured in that region will be sharp.
When controlling exposure settings it is ensured that the
brightness of the image captured in the overlapping region is
correct. The brightness of the image may also be influenced
by an IR cut filter mode, e.g. if it is on or off, and the iris
control, e.g. in the form of f-number. Additionally or as an
alternative, the brightness may also be improved by increas-
ing or decreasing illumination from an illumination unit.
Controlling white balance and gain settings based on the
overlapping region will also improve the image quality of that
region.

The step of controlling camera settings may comprise auto-
matically controlling camera settings based on image data
captured by the monitoring camera in the overlapping region.
This would e.g. mean that an autofocus algorithm is
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2

instructed to only use image data from the overlapping region
to control the autofocus setting. In other words, image data
from the overlapping region is used as input to automatic
procedures for determining camera settings which are used
for the whole image within the current field of view.

The step of controlling camera settings may additionally or
alternatively comprise accessing data relating to predefined
camera settings values related to the camera settings control
area, and controlling camera settings according to the pre-
defined camera settings values. This may be useful when a
user would like to specifically set e.g. a focus distance to a
certain value once a camera settings control area is within the
current field of view. It could e.g. be used when there are trees
standing in front of an entrance, and the focus distance may
then be set to the distance to the entrance, making sure that an
autofocus algorithm does not use the trunks of the trees to set
the focus distance. Once again, camera settings which influ-
ence the entire image may in this way be set in a way that
makes sure that the overlapping region is depicted with good
image quality.

The step of accessing data may comprise accessing data
defining a selection of camera settings to be controlled, and
the step of controlling camera settings may comprise control-
ling the defined selection of camera settings.

In this way the settings which have the most impact on
image quality for a certain scene may be selected, and other
which are less important in some circumstances may be set in
a conventional manner. This gives further possibilities to
adapt to a specific use case.

The step of accessing data defining a camera settings con-
trol area may comprise accessing data defining the camera
settings control area in a coordinate system for the scene, and
the step of determining if there is an overlapping region may
comprises comparing coordinates of the camera settings con-
trol area to coordinates of the current field of view in the
coordinate system for the scene.

This is a convenient and reasonably computationally inten-
sive way of performing the comparison. Another option
would be to translate the coordinates of the camera settings
control areas to a relative coordinate system of each current
field of view.

The step of defining a camera settings control area may
comprise defining a first and a second camera settings control
area, and the step of determining an overlapping region may
comprise determining if there is a first and a second overlap-
ping region corresponding to the first and the second camera
settings control area, respectively, and, if there is a first and
second overlapping region, the step of controlling camera
settings may comprise selecting one of the first and the second
overlapping region based on region properties for the first and
the second overlapping region, and controlling camera set-
tings based on the selected overlapping region, wherein the
region properties include at least one of: size of region,
amount of detected motion in region, a priority setting for the
camera settings control area corresponding to the respective
region.

In this way it is possible to adapt the captured image to
correctly depict to more than one important area in the moni-
tored scene, such as when two entrances to a building are
present within the scene. The selection of region based on
different region properties provides a convenient and easily
implemented way of selecting a region to prioritize for the
camera settings control.

According to another aspect of the invention a monitoring
camera arranged to monitor a scene is provided which com-
prises
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a field of view altering unit arranged to alter a field of view
of the camera such that the camera is able to capture images
of different parts of a scene,

a data input arranged to receive data defining a camera
settings control area within the scene,

an overlap determining unit arranged to determine if there
is an overlapping region between a current field of view of the
camera and the camera settings control area, and

a camera settings control unit arranged to control camera
settings based on the overlapping region.

The field of view altering unit may comprise a motor
arranged to alter the field of view of the camera in at least one
of a pan, tilt or zoom direction.

The pan, tilt or zoom may be controlled in any suitable
manner, e.g. by receiving input from a user via a joystick or by
receiving input relating to a field of view altering scheme,
such as a guard tour.

The data input may be arranged to receive data defining a
selection of camera settings to be controlled, and the camera
settings control unit may be arranged to control the defined
selection of camera settings.

The data defining a camera settings control area and/or the
data defining a selection of camera settings to be controlled
may be based on user input. The user input may e.g. be via a
graphical user input where the user draws shapes around any
area in the current view of the scene which are to be used as a
camera settings control area. The user may also be allowed to
move the current field of view of the camera during set-up of
the camera settings control areas to be able to define another
camera settings control area for another part of the scene. The
selection of camera settings to be controlled based on one or
more of the camera settings control areas may e.g. be selected
by ticking a box in a user interface or by selecting from a
drop-down list. It would possible to select some manual set-
tings, e.g. a certain focus distance, and some automatic set-
tings, e.g. exposure, which should be applied when a certain
camera settings control area is overlapped by the current field
of view. In this way it is made sure that the focus is always
correctly adapted to a certain area or fix object within the
scene—such as an entrance—while the exposure may be set
based on the current level of light within that area.

The data input may be arranged to receive data defining the
camera settings control area in a coordinate system for the
scene, and the overlap determining unit may be arranged to
compare coordinates of the camera settings control area to
coordinates of the current field of view.

The data input may be arranged to receive data defining a
first and a second camera settings control area, and the over-
lap determining unit may be arranged to determine if there is
a first and a second overlapping region corresponding to the
first and the second camera settings control area, respectively,
and, if there is a first and second overlapping region, the
camera settings control unit may be arranged to select one of
the first and the second overlapping region based on region
properties for the first and the second overlapping region, and
to control camera settings based on the selected overlapping
region, wherein the region properties include at least one of:
size of region, amount of detected motion in region, a priority
setting for the camera settings control area corresponding to
the respective region.

According to another aspect of the invention a computer-
readable recording medium is provided having recorded
thereon a program for implementing the herein described
method when executed on a device having processing capa-
bilities.

These two latter aspects of the invention provide corre-
sponding advantages to the first aspect of the invention.
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A further scope of applicability of the present invention
will become apparent from the detailed description given
below. However, it should be understood that the detailed
description and specific examples, while indicating preferred
embodiments of the invention, are given by way ofillustration
only, since various changes and modifications within the
scope of the invention will become apparent to those skilled in
the art from this detailed description.

Hence, it is to be understood that this invention is not
limited to the particular component parts of the device
described or steps of the methods described as such device
and method may vary. It is also to be understood that the
terminology used herein is for purpose of describing particu-
lar embodiments only, and is not intended to be limiting. It
must be noted that, as used in the specification and the
appended claim, the articles “a,” “an,” “the,” and “said” are
intended to mean that there are one or more of the elements
unless the context clearly dictates otherwise. Thus, for
example, a reference to “a sensor” or “the sensor” may
include several devices, and the like. Furthermore, the word
“comprising” does not exclude other elements or steps.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will now be described in more detail by way
of example and with reference to the accompanying sche-
matic drawings, in which:

FIG. 1 shows a monitored scene

FIG. 2 shows a monitoring camera

FIG. 3 illustrates a method according to the invention.

DETAILED DESCRIPTION OF EMBODIMENTS

FIG. 1 illustrates a scene 1 with an office building 3, a
number of cars 5 driving by, trees 7 standing next to the
building 3 and a car park 9 where some cars are parked and
which is lit by a lamp post 11. The scene is monitored by a
monitoring camera 13, details of which are shown in FIG. 2.
The camera 13 is able to move or shift, or in other words alter,
change or adjust, its field of view by panning or tilting, or by
zooming using some type of zoom mechanism such as an
adjustable zoom lens. A current field of view of the camera 13
is illustrated by the rectangle 15.

By altering its field of view 15, the camera 13 covers
varying parts of the scene 1.The camera 13 may change how
much of the scene 1 that is covered; i.e. when zooming in
using a telephoto setting, a smaller part of the scene 1 will be
covered, and when zooming out to a wide-angle setting, a
larger part of the scene 1 will be covered. The camera may be
a so called PTZ camera, but it may also be capable of altering
its field of view in only one of the pan, tilt or zoom “dimen-
sions”, or in any two of those. It may be noted that the camera
13 is usually mounted in a set position and has a movable field
of view and it is therefore able to determine a position of its
current field of view within a coordinate system for the scene
1. Such a coordinate system may sometimes be denoted a
common coordinate system or an absolute coordinate system.

As the camera alters its field of view to cover different parts
of'the scene, the camera settings used when capturing images,
such as autofocus, automatic exposure, automatic white bal-
ance settings, automatic IR cut filter settings, automatic iris
control settings and possibly also settings for a camera con-
trolled illumination unit, are dynamically adapted based on
the captured image in order to achieve a good image quality.
Different algorithms may be used for this. If motion is
detected in part of the current field of view, the camera set-
tings may be adjusted to give a good image quality in that part
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of the field of view. Another common algorithm is based on
detecting contrast in the image and then choosing the focus
distance which gives the largest contrast for the overall field
of view.

However, as the inventor has realized, in some instances,
when using an automatic method for adapting the camera
settings, the current field of view may cover a part of the scene
where some portion of the field of view is given an inappro-
priate attention in the settings. This may e.g. happen if motion
is detected in an “uninteresting” part of the scene covered by
the current field of view and may cause more important parts
covered to e.g. become blurry and less useful for surveillance
purposes.

Such a situation may occur when the current field of view
15 is positioned as shown in FIG. 1. In this case moving cars
are present in the lower part of the field of view, but the most
important part to watch is actually around the entrance 17 to
the office building 3. If the camera were to use the fact that
motion is detected in lower part of the currently captured
image, which also is closer to the camera than the office
building 3, and set e.g. focus and exposure based on that part,
the area around the entrance 17 may be captured with less
sharpness and additionally be too dark or to bright.

If the camera were to use a contrast-aided method for
setting autofocus, it may be the case that the tree trunks of the
trees 7 standing next to the building 3 are given too much
attention. As the trees 7 in this case are closer to the camera
than the building, the office building 3 may in this case too
become slightly out of focus, meaning that the real area of
interest—the entrance 17—will not be as sharp as desired.

To improve this situation, a number of camera settings
control areas 19 have been defined within the scene 1. These
areas may be set-up at installation of the camera or later on
based on the needs of a user to cover places of specific interest
in the scene, such as in this case the entrance 17 to the office
building 3. The camera settings control areas 19 are defined in
a manner which allows the camera to determine the relation
and a possible overlap between its current field of view and
the camera settings control areas. To this purpose, the camera
settings control areas may be defined in the coordinate system
forthe scene. In other words, the camera settings control areas
are defined in what could be denoted a PTZ-aware manner.

When at least part of a camera settings control area 19 is
covered by the current field of view of the camera, the camera
will control its camera settings based on this part, illustrated
by the shadowed region 21 in FIG. 1. This means that when a
place of specific interest is at least partly covered by a current
field of view of the camera, the camera uses camera settings
which will give image data having a good quality in the image
parts which depict that place. The control of the camera
settings could be done by using image data captured by the
monitoring camera in the overlapping region as input to one
or more automatic algorithms for determining camera set-
tings. Another option is to use predefined values for one or
more camera settings as soon as a camera settings control area
being associated with one or more such predefined camera
settings values is overlapped by the current field of view.

It may be noted that it would also be possible to set a
minimum size of the overlapping region for it to be used to
control camera settings. In other words, if only a very small
overlap exists, it would be possible to control the camera
settings in the normal way, e.g. based on the entire captured
image.

In the scene illustrated in FIG. 1, two camera settings
control areas 19 have been defined, a first one for the entrance
to the office building 3 and another one for the car park 9. It
may be noted that the camera settings control area 19 which
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covers part of the car park 9 has been set up to not cover the
lamp on the lamp post 11, thereby making sure that an auto-
matic exposure setting is not adjusted based on image data
around the possibly very bright lamp at the lamp post 11.

As the camera field of view 15 moves across the scene, the
camera will check, by comparing the position or coordinates
of'the current field of view with the position or coordinates of
any camera settings control areas, if any such areas are
encountered. The coordinates of the field of view and the
camera settings control areas may be defined in the coordi-
nate system for the scene to start with, or they may be trans-
lated into a common coordinate system for the purpose of the
comparison. As soon as the current field of view is determined
to overlap or cover a camera settings control area, the camera
settings will be controlled based on the part of the image
which corresponds to overlapping region 21 of the camera
settings control area 17 and the current field of view 15.

In case two or more camera settings control areas are
overlapped, partly or entirely, by the current field of view, a
number of different options exist to solve the situation. As one
alternative, the larger of the overlapping regions may be used
to control the camera settings. Another option is to detect if
motion is present within any of the overlapping regions, and
select the region were motion is detected. If motion is
detected in more than one overlapping region, it would be
possible to either quantify the amount of motion detected and
choose the region with the most motion detected, or to simply
go back to selecting the larger overlapping region.

Yet another option is to allow priorities to be set for the
different camera settings control areas and select the overlap-
ping region which is associated with the camera settings
control area with the highest priority. It could also be possible
in some instances to combine the image data captured in both
the covered camera settings control areas to control some
camera settings.

Going more into detail of the set-up of the camera settings
control areas, these may be defined by a user, e.g. by input to
a graphical user interface or by selecting coordinates. It
would also be possible to perform some type of intelligent
image analysis assisted set-up, e.g. where image elements
indicating doors are detected and suggested to the user as
possible areas of interest.

In addition to defining the camera settings control areas, it
may also be possible to define which camera settings should
be controlled by the image data captured in any overlapping
region of a camera settings control area. As noted above, the
camera settings to be controlled may be at least one of focus
settings, exposure settings, white balance settings, IR cut
filter settings, iris control setting and settings for an illumi-
nation unit, and which of these to be controlled may be chosen
beforehand. It may also be possible to select some of the
camera settings to be controlled automatically based on
image data captured in the overlapping region and some to be
set to a respective predefined value which typically is deter-
mined to be appropriate for that camera setting and the area or
fix object in the scene which is covered by that camera set-
tings control area.

In case settings for an illumination unit is included in the
camera settings to control, it may be noted that such an
illumination unit may either be integrated in the camera or
provided as a separate unit, mounted next to or at a distance
from the camera. Such an illumination unit may e.g. comprise
a number of LEDs and may e.g. provide visible or infra-red
illumination.

It would also be possible to allow each camera settings
control area to be associated with one or more camera settings
to be controlled, so that one camera settings control area



US 9,270,893 B2

7

would be used only for focus purposes and another only for
exposure settings. The camera settings to control may be
selected by a user, one convenient option would be to use a
graphical user interface and let the user check different boxes
in a list of available camera settings to control, either applying
to all defined camera settings control areas, or different
choices for the different camera settings control areas.

FIG. 2 illustrates in more detail the monitoring camera 13
arranged to monitor the scene 1. The camera 13 may e.g. be a
digital network camera adapted for video surveillance of the
scene 1. The camera 13 captures images of the part of the
scene 1 covered by the current field of view 15 of the camera
13.

The camera 13 comprises a field of view altering unit 23
arranged to alter the field of view 15 of the camera 13. The
field of view altering unit 23 may e.g. comprise one or more
devices such as motors which can change one or more of the
pan, tilt or zoom settings of the camera, by moving the view-
ing direction of the camera or changing the setting of a zoom
lens. The camera may also be capable of digitally panning,
tilting or zooming to alter the field of view 15. A data input 25
is arranged to receive data defining a camera settings control
area 19 within the scene 1. This data may e.g. be in the form
of coordinates in a coordinate system for the scene 1.

An overlap determining unit 27 is provided to determine if
there is an overlapping region 21 between a current field of
view 15 of the camera 13 and a camera settings control area
17, e.g. by comparing the position of the current field of view
and the position of the camera settings control area 17. The
positions may be expressed in coordinates in a coordinate
system for the scene 1.

The camera 13 further comprises a camera settings control
unit 29 arranged to control camera settings based on the
overlapping region 21. The camera settings may be set solely
based on this overlapping region, ignoring the remaining
image. It could also be possible that other parts of the image
is used to some extent, e.g. by using appropriate weighting.

This may e.g. mean that the autofocus algorithm is
instructed to only use the image data from the overlapping
region 21 when determining an appropriate focus distance,
and, at least to some extent, ignore other parts of the captured
image which as a result may become blurry. It may also mean
that the automatic exposure is set so that the overlapping
region 21 is properly exposed, i.e. not too dark and not too
bright, even if this would cause other parts of the captured
image to become too dark or too bright. The automatic expo-
sure settings may include gain and exposure time. The bright-
ness may also be influenced by letting the automatic iris
control set an f-number for an iris for the cameralens based on
image data from the overlapping region. In case the camera is
equipped with a filter for infra-red light, i.e. an IR cut filter,
the position or state (usually on or off) of such a filter may also
be set based on the image data in the overlapping region. The
white balance may also be controlled based on the overlap-
ping region, more or less ignoring any negative effects that
could have on the image quality, typically the colors, of the
remaining image captured in the current field of view.

Another camera setting which could be controlled is a
setting for an illumination unit. This unit may then be con-
trolled to make sure that the overlapping region is properly lit.
Depending on the properties of the illumination unit it may
e.g. be possible to control the direction of the illumination or
the strength of the illumination, e.g. by switching on or off
part of the illumination or by controlling the strength of
illumination from a dimmable light source. The direction of
the illumination could also be controlled by mechanically
turning the unit to steer the illumination in the desired direc-
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tion. It may also be possible to control the type of illumina-
tion, e.g. IR illumination or visible light.

FIG. 3 illustrates a method 300 for monitoring a scene by a
monitoring camera. In step 301 the camera accesses data
defining a camera setting control area within the scene, which
area may have been previously defined e.g. by a user. In step
303 the camera determines if an overlapping region exists
between the current field of view, FOV, and the camera set-
tings control area. This may e.g. be done by comparing coor-
dinates for the current field of view with coordinates for the
camera settings control area, where the coordinates are
expressed in a coordinate system for the scene. The determin-
ing may also be performed by an external processing unit
connected to the camera.

Ifitis determined that an overlapping region exists, camera
settings for the monitoring camera are controlled in step 307
based on the overlapping region. If it is determined that no
overlap exists, camera settings may instead be controlled in a
conventional manner. It would also be possible to determine
if the current field of view overlaps more than one camera
settings control areas. This could either be done in sequence
to the first determination or in parallel. Data regarding the
further camera settings control areas would then be accessed
by the camera prior to the respective determination.

It will be appreciated that a person skilled in the art can
modify the above-described embodiments in many ways and
still use the advantages of the invention as shown in the
embodiments above.

Thus, the invention should not be limited to the shown
embodiments but should only be defined by the appended
claims.

The invention claimed is:

1. A method of controlling camera settings for a camera
arranged to capture images of a scene, the method compris-
ing:

detecting a current field of view of the camera within the

scene;

accessing data that indicates a first image control area and

a second image control area of the camera within the
scene;
determining, by circuitry of the camera, whether the cur-
rent field of view overlaps with both the first image
control area and the second image control area; and

adjusting, when the current field of view overlaps with both
the first image control area and the second image control
area, image capture settings of the camera by selecting
one of a first overlapping region and a second overlap-
ping region based on region properties for the first and
second overlapping regions, and adjusting the image
capture settings based on the selected overlapping
region, wherein
the first overlapping region is a portion of the current field
of view that overlaps with the first image control area,

the second overlapping region is a portion of the current
field of view that overlaps with the second image control
area, and

the region properties include at least one of: size of region,

amount of detected motion in region, a priority setting
for the image control area corresponding to the respec-
tive region.

2. The method of claim 1, wherein the image capture set-
tings include at least one of:

focus settings, exposure settings, white balance settings, IR

cut filter mode and iris control settings.

3. The method of claim 1, wherein the adjusting of the
image capture settings comprises automatically adjusting the
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image capture settings according to image data captured by
the camera in the selected overlapping region.

4. The method of claim 1, wherein the adjusting of the
image capture settings comprises:

accessing data relating to predefined camera settings val-

ues related to the first and second image control areas,
and

adjusting the image capture settings according to the pre-

defined camera settings values.

5. The method of claim 1, further comprising selecting
image capture settings for the one of the first and second
image capture control areas, wherein

the adjusting of the image capture settings comprises con-

trolling the selected image capture settings.

6. The method of claim 1, wherein

the data indicates both the first image control area and the

second image control area according to a coordinate
system for the scene, and

the adjusting the image capture settings comprises com-

paring, in the coordinate system for the scene, coordi-
nates of both the first image control area and the second
image control area to coordinate of the current field of
view.

7. A camera arranged to monitor a scene, the camera com-
prising;

circuitry that

detects a current field of view of the camera within the
scene;

receive data that indicates a first image control area and
a second image control area of the camera within the
scene;

determine whether the current field of view overlaps
with both the first image control area and the second
image control area; and

adjust, when the current field of view overlaps with both
the first image control area and the second image
control area, image capture settings of the camera by
selecting one of a first overlapping region and a sec-
ond overlapping region based on region properties for
the first and second overlapping regions, and adjust-
ing the image capture settings based on the selected
overlapping region, wherein

the first overlapping region is a portion of the current field

of view that overlaps with the image control area,

the second overlapping region is a portion of the current

field of view that overlaps with the second image control
area, and

the region properties include at least one of: size of region,

amount of detected motion in region, a priority setting
for the image control area corresponding to the respec-
tive region.

8. The camera of claim 7, further comprising a motor,
wherein

the circuitry controls the motor to adjust the field of view of

the camera in at least one of a pan, tilt or zoom direction.
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9. The camera of claim 7, wherein the circuitry automati-
cally adjusts the image capture settings according to image
data captured by the camera in the selected overlapping
region.

5 10. The monitoring camera of claim 7, wherein

the circuitry receives data relating to predefined camera

settings values related to the first and second image

control areas, and

the circuitry adjusts the image capture settings according to

the predefined values.

11. The camera of claim 7, wherein the data that indicates
the first and second image control areas is based on user input.

12. The camera of claim 7, wherein

the data indicates both the first image control area and the

second image control area according to a coordinate

system for the scene, and

the circuitry compares coordinate of both the first image

control area and the second image control area to coor-

dinate of the current field of view in the coordinate
system for the scene.

13. A non-transitory computer-readable recording medium
storing executable instructions that, when executed by cir-
cuitry of a camera arranged to capture images of a scene,
cause the circuitry to:

detect a current field of view of the camera within the

scene;

access data that indicates a first image control area and a

second image control area of the camera within the

scene;

determine whether the current field of view overlaps with

both the first image control area and the second image

control area; and

adjust, when the current field of view overlaps with both

the first image control area and the second image control
area, image capture settings of the camera by selecting
one of a first overlapping region and a second overlap-
ping region based on region properties for the first and
second overlapping regions, and adjusting the image
capture settings based on the selected overlapping
region, wherein

the first overlapping region is a portion of the current field

of view that overlaps with the first image control area,
the second overlapping region is a portion of the current

field of view that overlaps with the second image control
area, and

the region properties include at least one of: size of region,

amount of detected motion in region, a priority setting

for the image control area corresponding to the respec-
tive region.

14. The method of claim 1, wherein

the camera includes a light source, and

the image capture settings include lighting settings for the

light source.
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