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1
VIDEO DECODING APPARATUS, VIDEO
CODING APPARATUS, VIDEO DECODING
METHOD, VIDEO CODING METHOD, AND
STORAGE MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority under 35 U.S.C. §119 of the prior Japanese Patent
Application No. 2011-133383 filed on Jun. 15,2011, and is a
continuation application filed under USC §§111 and 120 of
U.S. Ser. No. 13/480,304, filed May 24, 2012, the entire
contents of which are incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a video
decoding apparatus, a video coding apparatus, a video decod-
ing method, a video coding method, and a storage medium.

BACKGROUND

In recent video coding techniques, a picture is divided into
blocks, pixels in the blocks are predicted, and predicted dif-
ferences are encoded to achieve a high compression ratio. A
prediction mode where pixels are predicted from spatially
neighboring pixels in a picture to be encoded is called an intra
prediction mode. Meanwhile, a prediction mode where pixels
are predicted from a previously-encoded reference picture
using a motion compensation technique is called an inter
prediction mode.

In the inter prediction mode of a video coding apparatus, a
reference region used to predict pixels is represented by two-
dimensional coordinate data called a motion vector that
includes a horizontal component and a vertical component,
and motion vector data and difference pixel data between
original pixels and predicted pixels are encoded. To reduce
the amount of code, a vector predictor is generated based on
a motion vector of a block that is adjacent to a target block to
be encoded (may be referred to as an encoding target block),
and a difference vector between a motion vector of the target
block and the vector predictor is encoded. By assigning a
smaller amount of code to a smaller difference vector, it is
possible to reduce the amount of code for the motion vector
and to improve the coding efficiency.

Meanwhile, in a video decoding apparatus, a vector pre-
dictor that is the same as the vector predictor generated in the
video coding apparatus is determined for each block, and the
motion vector is restored by adding the encoded difference
vector and the vector predictor. For this reason, the video
coding apparatus and the video decoding apparatus include
vector prediction units having substantially the same configu-
ration.

In the video decoding apparatus, blocks are decoded, gen-
erally, from the upper left to the lower right in the order of the
raster scan technique or the z scan technique. Therefore, only
a motion vector of a block that is to the left or above a target
block to be decoded at the video decoding apparatus, i.e., a
motion vector that is decoded before the target block, can be
used for prediction by the motion vector prediction units of
the video coding apparatus and the video decoding apparatus.

Meanwhile, in MPEG (Moving Picture Experts Group)-4
AVC/H.264 (hereafter may be simply referred to as H.264), a
vector predictor may be determined using a motion vector of
a previously encoded/decoded reference picture instead of a
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motion vector of a target picture to be processed (see, for
example, ISO/IEC 14496-10 (MPEG-4 Part 10)/ITU-T Rec.
H.264).

Also, a method of determining a vector predictor is dis-
closed in “WD3: Working Draft 3 of High-Efficiency Video
Coding” JCTVC-E603, JCT-VC 5th Meeting, March 2011.
High-Efficiency Video Coding (HEVC) is a video coding
technology the standardization of which is being jointly dis-
cussed by ISO/IEC and ITU-T. HEVC Test Model (HM)
software (version 3.0) has been proposed as reference soft-
ware.

The outline of HEVC is described below. In HEVC, refer-
ence picture lists 10 and L1 listing reference pictures are
provided. For each block, regions of up to two reference
pictures, i.e., motion vectors corresponding to the reference
picture lists L0 and L1, can be used for inter prediction.

The reference picture lists L0 and .1 correspond, gener-
ally, to directions of display time. The reference picture list
L0 lists previous pictures with respect to a target picture to be
processed, and the reference picture list L1 lists future pic-
tures. Each entry of the reference picture lists L0 and L1
includes a storage location of pixel data and a picture order
count (POC) of the corresponding picture.

POC:s are represented by integers, and indicate the order in
which pictures are displayed and relative display time of the
pictures. Assuming that a picture with a POC “0” is displayed
at display time “0”, the display time of a given picture can be
obtained by multiplying the POC of the picture by a constant.
For example, when “fr” indicates the display cycle (Hz) of
frames and “p” indicates the POC of a picture, the display
time of the picture may be represented by formula (1) below.

Display time=px(f#/2) formula (1)

Accordingly, it can be said that the POC indicates display
time of a picture in units of a constant.

When a reference picture list includes two or more entries,
reference pictures that motion vectors refer to are specified by
index numbers (reference indexes) in the reference picture
list. When a reference picture list includes only one entry (or
one picture), the reference index of a motion vector corre-
sponding to the reference picture list is automatically set at
“0”. In this case, there is no need to explicitly specify the
reference index.

A motion vector of a block includes an L0/L1 list identifier,
a reference index, and vector data (Vx, Vy). A reference
picture is identified by the L.0/L1 list identifier and the refer-
ence index, and a region in the reference picture is identified
by the vector data (VX, Vy). VX and Vy in the vector data
indicate, respectively, differences between the coordinates of
a reference region in the horizontal and vertical axes and the
coordinates of a target block (or current block) to be pro-
cessed. For example, Vx and Vy may be represented in units
of quarter pixels. The L0/L1 list identifier and the reference
index may be collectively called areference picture identifier,
and (0, 0) may be called a 0 vector.

A method of determining a vector predictor in HEVC is
described below. A vector predictor is determined for each
reference picture identified by the [.0/L.1 list identifier and the
reference index. In determining vector data mvp of a vector
predictor for a motion vector referring to a reference picture
identified by a list identifier LX and a reference index refidx,
up to three sets of vector data are calculated as vector predic-
tor candidates.

Blocks that are spatially and temporally adjacent to a target
block are categorized into three groups: blocks to the left of
the target block (left group), blocks above the target block
(upper group), and blocks temporally adjacent to the target
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block (temporally-adjacent group). From each of the three
groups, up to one vector predictor candidate is selected.

Selected vector predictor candidates are listed in the order
of priority of the groups: the temporally-adjacent group, the
left group, and the upper group. This list is placed in an array
mvp_cand. If no vector predictor candidate is present in all
the groups, a 0 vector is added to the array mvp_cand.

A predictor candidate index mvp_idx is used to identify
one of the vector predictor candidates in the list which is to be
used as the vector predictor. That is, the vector data of a vector
predictor candidate located at the “mvp_idx”-th position in
the array mvp_cand are used as the vector data mvp of the
vector predictor.

When my indicates a motion vector of an encoding target
block which refers to a reference picture identified by the list
identifier X and the reference index refidx, the video coding
apparatus searches the array mvp_cand to find a vector pre-
dictor candidate closest to the motion vector mv, and sets the
index of the found vector predictor candidate as the predictor
candidate index mvp_idx. Also, the video coding apparatus
calculates a difference vector mvd using formula (2) below
and encodes refidx, mvd, and mvp_idex as motion vector
information for the list LX.

mvd=my-mvp formula (2)

The video decoding apparatus decodes refidx, mvd, and
mvp_idex, determines mvp_cand based on refidx, and uses
the vector predictor candidate located at the “mvp_idx”-th
position in mvp_cand as the vector predictor mvp. The video
decoding apparatus restores the motion vector my of the
target block based on formula (3) below.

my=mvd+mvp formula (3)

Next, blocks spatially adjacent to a target block are
described. FIG. 1 is a drawing illustrating blocks spatially
adjacent to a target block. With reference to FIG. 1, exem-
plary processes of selecting vector predictor candidates from
blocks to the left of the target block and blocks above the
target block are described.

First, an exemplary process of selecting a vector predictor
candidate from the blocks to the left of the target block is
described. Blocks I and H to the left of the target block are
searched in this order until a motion vector 1 with the list
identifier L.X and the reference index refidx is found. If the
motion vector 1 with the list identifier LX and the reference
index refidx is found, the motion vector 1 is selected.

Ifthe motion vector 1 is not found, a motion vector 2, which
refers to a reference picture that is in a reference picture list
LY and is the same as the reference picture indicated by the
reference index refidx of the reference picture list LX, is
searched for. If the motion vector 2 is found, the motion vector
2 is selected.

If the motion vector 2 is not found, a motion vector 3 for
inter prediction is searched for. If the motion vector 3 is
found, the motion vector 3 is selected. If the motion vector
selected in this process does not refer to a reference picture
that is the same as the reference picture indicated by the
reference index refidx of the reference picture list LX, a
scaling process described later is performed.

Next, an exemplary process of selecting a vector predictor
candidate from the blocks above the target block is described.
Blocks E, D, and A above the target block are searched in this
order until a motion vector 1 with the list identifier LX and the
reference index refidx is found. Ifthe motion vector 1 with the
list identifier LX and the reference index refidx is found, the
motion vector 1 is selected.
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Ifthe motion vector 1 is not found, a motion vector 2, which
refers to a reference picture that is in a reference picture list
LY and is the same as the reference picture indicated by the
reference index refidx of the reference picture list LX, is
searched for. If the motion vector 2 is found, the motion vector
2 is selected.

If the motion vector 2 is not found, a motion vector 3 for
inter prediction is searched for. If the motion vector 3 is
found, the motion vector 3 is selected. If the motion vector
selected in this process does not refer to a reference picture
that is the same as the reference picture indicated by the
reference index refidx of the reference picture list LX, a
scaling process described later is performed.

Next, blocks temporally adjacent to a target block are
described. FIG. 2 is a drawing used to describe a process of
selecting a vector predictor candidate from blocks temporally
adjacent to a target block.

First, a temporally-adjacent reference picture 20, which
includes a temporally-adjacent block and is called a collo-
cated picture (ColPic), is selected. The ColPic 20 is a refer-
ence picture with reference index “0” in the reference picture
list O or L1. Normally, a ColPic is a reference picture with
reference index “0” in the reference picture list [1.

An mvCol 22, which is a motion vector of a block (Col
block) 21 located in the ColPic 20 at the same position as a
target block 11, is scaled by a scaling method described below
to generate a vector predictor candidate.

An exemplary method of scaling a motion vector is
described below. Here, it is assumed that an input motion
vector is represented by mve=(mvcx, mvcey), an output vector
(vector predictor candidate) is represented by mvc'=(mvcx',
mvcy'), and mve is mvCol.

Also, ColRetPic 23 indicates a picture that mvc refers to,
ColPicPoc indicates the POC of the ColPic 20 including mve,
ColRefPoc indicates the POC of the ColRefPic 23, CurrPoc
indicates the POC of a current target picture 10, and CurrRef-
Poc indicates the POC of a picture 25 identified by RefPi-
cList_L.X and Refldx.

When the motion vector to be scaled is a motion vector of
a spatially-adjacent block, ColPicPoc equals CurrPoc. When
the motion vector to be scaled is a motion vector of a tempo-
rally-adjacent block, ColPicPoc equals the POC of ColPic.

As indicated by formulas (4) and (5) below, mvc is scaled
based on the ratio between time intervals of pictures.

mvex'=mvexx (CurrPoc—CurrRefPoc)/(ColPicPoc—

ColRefPoc) formula (4)
mvey'=mveyx(CurrPoc—CurrRefPoc)/(ColPicPoc—
ColRefPoc) formula (5)

However, since division requires a large amount of calcu-
lation, mvc' may be approximated, for example, by multipli-
cation and shift using formulas below.

DiffPocD=ColPicPoc-ColRefPoc formula (6)
DiffPocB=CurrPoc-CurrRefPoc formula (7)
TDB=Clip3(-128, 127, DiffPocB) formula (8)
ITDD=Clip3(-128, 127, DiffPocD) formula (9)

iX=(0x4000+abs(7DD/2))/TDD formula (10)

Scale=Clip3(-1024, 1023, (TDBxiX+32)>>6) formula (11)

abs (): a function that returns an absolute value

Clip3(x, y, z): a function that returns a median of x, y, and
zZ

>>: right arithmetic shift
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“Scale” obtained by formula (11)is used as a scaling factor.
In this example, Scale=256 indicates a coefficient of “17, i.e.,
my is not scaled. The scaling factor has an 8-bit precision after
the decimal point. Accordingly, when multiplied by the scal-
ing factor, the precision after the decimal point of a motion
vector is increased by 8 bits.

Based on the scaling factor Scale, a scaling operation is
performed using the formulas below.

mvex'=(Scalexmvex+128)>>8 formula (12)

mvey'=(Scalexmvcy+128)>>8

In formulas (12) and (13), N bits after the decimal point are
rounded off to the nearest integer by adding 2N-1 to a value
multiplied by the scaling factor and shifting the result of
addition to the right by N bits. A similar scaling process is
disclosed in ISO/IEC 14496-10 (MPEG-4 Part 10)/ITU-T
Rec. H.264. The obtained vector mvc' is used as a vector
predictor candidate.

formula (13)

SUMMARY

According to an aspect of this disclosure, there is provided
a video decoding apparatus that includes a reference picture
list storing unit configured to store picture information of
pictures; a motion vector information storing unit configured
to store motion vector information including motion vectors
of'blocks that are spatially and temporally adjacent to a target
block to be decoded and reference picture identifiers indicat-
ing pictures that the motion vectors refer to; and a vector
predictor generating unit configured to scale a vector predic-
tor candidate for a motion vector of the target block based on
the picture information and the motion vector information
and to correct the scaled vector predictor candidate toward O
by a predetermined amount.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the followed detailed description are exem-
plary and explanatory and are not restrictive of the invention
as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1is a drawing illustrating blocks spatially adjacent to
a target block;

FIG. 2 is a drawing used to describe a process of selecting
avector predictor candidate from a block temporally adjacent
to a target block;

FIG. 3 is a drawing illustrating a relationship between mvyp'
and mvCol;

FIG. 4 is a graph illustrating an appearance probability
distribution of my when mvp' is positive;

FIG. 5 is a graph illustrating an appearance probability
distribution of my when mvp' is negative;

FIG. 6 is a block diagram illustrating an exemplary con-
figuration of a video decoding apparatus according to a first
embodiment;

FIG. 7 is a block diagram illustrating an exemplary con-
figuration of a vector predictor generating unit according to
the first embodiment;

FIG. 8 is a block diagram illustrating an exemplary con-
figuration of a scaling operation unit according to the first
embodiment;

FIG. 9 is a block diagram illustrating exemplary configu-
rations (1) of components of a scaling operation unit;
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FIG. 10 is a block diagram illustrating exemplary configu-
rations (2) of components of a scaling operation unit;

FIG. 11 is a drawing used to describe operations of a
scaling operation unit;

FIG. 12 is a block diagram illustrating exemplary configu-
rations (3) of components of a scaling operation unit;

FIG. 13 is a flowchart illustrating an exemplary process
performed by a video decoding apparatus of the first embodi-
ment;

FIG. 14 is a flowchart illustrating an exemplary process (1)
performed by a vector predictor generating unit of the first
embodiment;

FIG. 15 is a flowchart illustrating an exemplary process (2)
performed by a vector predictor generating unit of the first
embodiment;

FIG. 16 is a block diagram illustrating an exemplary con-
figuration of a vector predictor generating unit according to a
second embodiment;

FIG. 17 is a flowchart illustrating an exemplary process
performed by a vector predictor generating unit of the second
embodiment;

FIG. 18 is a block diagram illustrating an exemplary con-
figuration of a vector predictor generating unit according to a
third embodiment;

FIG. 19 is a flowchart illustrating an exemplary process (1)
performed by a vector predictor generating unit of the third
embodiment;

FIG. 20 is a flowchart illustrating an exemplary process (2)
performed by a vector predictor generating unit of the third
embodiment;

FIG. 21 is a block diagram illustrating an exemplary con-
figuration of a vector predictor generating unit according to a
fourth embodiment;

FIG. 22 is a flowchart illustrating an exemplary process (1)
performed by a vector predictor generating unit of the fourth
embodiment;

FIG. 23 is a flowchart illustrating an exemplary process (2)
performed by a vector predictor generating unit of the fourth
embodiment;

FIG. 24 is a block diagram illustrating an exemplary con-
figuration of a video coding apparatus according to a fifth
embodiment;

FIG. 25 is a flowchart illustrating an exemplary process
performed by a video coding apparatus of the fifth embodi-
ment; and

FIG. 26 is a drawing illustrating an exemplary configura-
tion of an image processing apparatus.

DESCRIPTION OF EMBODIMENTS

In HEVC and H.264, movement between frames is repre-
sented by motion vectors of respective blocks. Generally,
when generating a vector predictor from a temporally-adja-
cent block, the motion vector of the temporally-adjacent
block is scaled. Here, a difference Ti between the display time
of a target picture and the display time of a picture that the
motion vector of a target block refers to is different from a
difference T2 between the display time of a picture including
a temporally-adjacent block and the display time of a picture
that the motion vector of the temporally-adjacent block refers
to.

Therefore, the motion vector of the temporally-adjacent
block is scaled by the ratio between the difference T1 and the
difference T2 (T1/T2) so that the amount of movement per
unit time becomes constant. However, with a method as indi-
cated by formulas (12) and (13) where the motion vector is
scaled using a scaling factor having a certain precision after
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the decimal point and a vector predictor is represented by
integers nearest to the scaled motion vector, it is difficult to
improve the accuracy of the vector predictor.

An aspect of this disclosure makes it possible to improve
the accuracy of a vector predictor.

The inventors studied the accuracy of vector predictors.
FIG. 3 is a drawing illustrating a relationship between mvp'
and mvCol. In FIG. 3, mvCol 22 indicates a motion vector of
a block (Col block 21) that is temporally adjacent to a target
block 11 to be processed, and my indicates a motion vector of
the target block 11.

Also in FIG. 3, mvp' indicates a motion vector (vector
predictor candidate) obtained by scaling the mvCol 22 by the
ratio (T1/T2) described above with infinite precision of real
numbers. That is, mvp' is represented by formula (14) below.

mvp'=mvColx(T1/12) formula (14)

When a vector predictor candidate that equals my is
selected as the vector predictor, the difference vector
becomes “0” and as a result, the coding efficiency is
improved. Therefore, it is important to make mvp' become
equal or close to my in order to improve the coding efficiency.
The inventors studied differences between mvp' and mv.

FIG. 4 is a graph illustrating an appearance probability
distribution of my when mvp' is positive. The probability
distribution of FIG. 4 is based on the horizontal components
of vectors. FIG. 5 is a graph illustrating an appearance prob-
ability distribution of my when mvp' is negative. The prob-
ability distribution of FIG. 5 is also based on the horizontal
components of vectors.

When mvp' obtained by scaling the mvCol 22 is compared
with mv, as illustrated in FIGS. 4 and 5, the frequency of
appearance of my is highest at a point slightly closer than
mvp' to the 0 vector. For this reason, in the embodiments
described below, a vector predictor candidate scaled by a
scaling factor is corrected toward the O vector.

Preferred embodiments of the present invention are
described below with reference to the accompanying draw-
ings.

First Embodiment

<Configuration>

FIG. 6 is a block diagram illustrating an exemplary con-
figuration of a video decoding apparatus 100 according to a
first embodiment. As illustrated in F1G. 6, the video decoding
apparatus 100 may include an entropy decoding unit 101, a
reference picture list storing unit 102, a motion vector infor-
mation storing unit 103, a vector predictor generating unit
104, a motion vector restoring unit 105, a predicted pixel
generating unit 106, an inverse quantization unit 107, an
inverse orthogonal transformation unit 108, a decoded pixel
generating unit 109, and a decoded image storing unit 110.

The entropy decoding unit 101 performs entropy decoding
on a compressed stream, and thereby decodes reference
indexes, difference vectors, and predictor candidate indexes
for L0 and L1 of a target block, and an orthogonal transfor-
mation coefficient.

The reference picture list storing unit 102 stores picture
information that includes POCs of pictures including refer-
ence pictures that a target block can refer to, and also stores
storage locations of image data.

The motion vector information storing unit 103 stores
motion vector information including motion vectors of
blocks that are temporally and spatially adjacent to a target
block and reference picture identifiers indicating pictures that
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the motion vectors refer to. The motion vector information is
generated by the motion vector restoring unit 105.

The vector predictor generating unit 104 obtains the refer-
ence indexes (reference picture identifiers) of L0 and L1 from
the entropy decoding unit 101, and generates lists of vector
predictor candidates for a motion vector of the target block.
Details of the vector predictor generating unit 104 are
described later.

The motion vector restoring unit 105 obtains the predictor
candidate indexes and the difference vectors for L0 and L1
from the entropy decoding unit 101, and adds vector predictor
candidates indicated by the predictor candidate indexes to the
corresponding difference vectors to restore motion vectors.

The predicted pixel generating unit 106 generates a pre-
dicted pixel signal using the restored motion vectors and a
decoded image stored in the decoded image storing unit 110.

The inverse quantization unit 107 performs inverse quan-
tization on the orthogonal transformation coefficient obtained
from the entropy decoding unit 101. The inverse orthogonal
transformation unit 108 generates a prediction error signal by
performing inverse orthogonal transformation on an
inversely-quantized signal output from the inverse quantiza-
tion unit 107. The prediction error signal is output to the
decoded pixel generating unit 109.

The decoded pixel generating unit 109 adds the predicted
pixel signal and the prediction error signal to generate
decoded pixels.

The decoded image storing unit 110 stores a decoded
image including the decoded pixels generated by the decoded
pixel generating unit 109. The decoded image stored in the
decoded image storing unit 110 is output to a display unit.

Next, the vector predictor generating unit 104 is described
in more detail. FIG. 7 is a block diagram illustrating an
exemplary configuration of the vector predictor generating
unit 104 according to the first embodiment. As illustrated in
FIG. 7, the vector predictor generating unit 104 may include
a scaling factor calculation unit 201, a vector information
obtaining unit 202, and a scaling operation unit 203.

The vector predictor generating unit 104 receives a refer-
ence picture identifier of a target block and POC information
of a target picture. Here, LX indicates a reference list identi-
fier and refidx indicates a reference index included in the
reference picture identifier of the target block.

The motion vector information storing unit 103 stores
motion vector information for previously-processed blocks.
The motion vector information of a motion vector includes an
identifier of a picture to which a block including the motion
vector belongs, an identifier (reference picture identifier) of a
picture that the motion vector refers to, and values of hori-
zontal and vertical components of the motion vector.

The vector information obtaining unit 202 obtains motion
vector information of a block that is adjacent to a target block
from the motion vector information storing unit 103. The
motion vector information includes a motion vector, an iden-
tifier of a picture to which the block including the motion
vector belongs, and a reference picture identifier of a refer-
ence picture that the motion vector refers to.

The vector information obtaining unit 202 sequentially
obtains motion vector information of blocks that are spatially
and temporally adjacent to a target block. As described above,
a motion vector of a block to the left of the target block is first
searched for. The vector information obtaining unit 202
searches for a motion vector 1 with the list identifier LX and
the reference index refidx, and selects the motion vector 1 if it
is found.

If the motion vector 1 is not found, the vector information
obtaining unit 202 searches for a motion vector 2 referring to
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a reference picture that is in a reference picture list LY and is
the same as the reference picture indicated by the reference
index refidx of the reference picture list LX. If the motion
vector 2 is found, the vector information obtaining unit 202
selects the motion vector 2.

If the motion vector 2 is not found, the vector information
obtaining unit 202 searches for a motion vector 3 for inter
prediction. If the motion vector 3 is found, the vector infor-
mation obtaining unit 202 selects the motion vector 3. If the
motion vector selected in this process does not refer to a
reference picture that is the same as the reference picture
indicated by the reference index refidx of the reference pic-
ture list LX, a scaling process is performed. The vector infor-
mation obtaining unit 202 outputs obtained motion vector
information of a selected motion vector to the scaling factor
calculation unit 201.

The scaling factor calculation unit 201 receives the motion
vector information from the vector information obtaining unit
202, obtains the POCs of related pictures from the reference
picture list storing unit 102, and calculates a scaling factor.

Here, CurrPoc indicates the POC of a target picture. The
scaling factor calculation unit 201 obtains, from the reference
picture list storing unit 102, the POC (CurrRefPoc) of a
picture that the target block refers to, the POC (ColPicPoc) of
a picture to which a motion vector to be scaled belongs, and
the POC (ColRefPoc) of a picture that the motion vector
refers to.

The scaling factor calculation unit 201 calculates a scaling
factor using formulas below.

DiffPocD=ColPicPoc-ColRefPoc formula (6)
DiffPocB=CurrPoc-CurrRefPoc formula (7)
TDB=Clip3(-128, 127, DiffPocB) formula (8)
TDD=Clip3(-128, 127, DiffPocD) formula (9)

iX=(0x4000+abs(7DD/2))/TDD formula (10)

Scale=Clip3(-1024, 1023, (TDBxiX+32)>>6) formula (11)

abs (x): a function that returns an absolute value of x

Clip3(x, ¥, z): a function that returns a median of x, y, and
zZ

>>: right arithmetic shift

The calculated scaling factor Scale has an 8-bit precision
after the decimal point. The scaling factor calculation unit
201 outputs the calculated scaling factor Scale to the scaling
operation unit 203.

The scaling operation unit 203 scales the motion vector
based on the motion vector information received from the
vector information obtaining unit 202 and the scaling factor
received from the scaling factor calculation unit 201.

FIG. 8 is a block diagram illustrating an exemplary con-
figuration of the scaling operation unit 203 of the first
embodiment. The scaling operation unit 203 receives a scal-
ing factor from the scaling factor calculation unit 201 and a
motion vector (mvcex, mvey) to be scaled from the vector
information obtaining unit 202. The motion vector (mvcex,
mvcy) to be scaled may be referred to as a pre-scaling vector
predictor candidate. The scaling operation unit 203 outputs a
scaled motion vector (mvex', mvcey'). The scaled motion vec-
tor (mvex', mvey') may be referred to as a scaled vector
predictor candidate.

As illustrated in FIG. 8, the scaling operation unit 203 may
include a scaling unit 301, a correcting unit 302, and an
adjusting unit 303. The scaling unit 301 multiplies the pre-
scaled vector predictor candidate by a scaling factor with a
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predetermined precision after the decimal point to obtain a
scaled vector predictor candidate. Accordingly, the precision
after the decimal point of the scaled vector predictor candi-
date is increased to the precision after the decimal point of the
scaling factor.

The correcting unit 302 corrects (or adjusts) the scaled
vector predictor candidate toward O (or the O vector) by a
predetermined amount. The adjusting unit 303 rounds the
scaled and corrected vector predictor candidate to the nearest
integers. Detailed operations of the scaling unit 301, the cor-
recting unit 302, and the adjusting unit 303 are described
below.

The scaling unit 301 multiplies the motion vector (mvcx,
mvcy) by the scaling factor Scale. When the scaling factor has
an N-bit precision after the decimal point, the precision after
the decimal point of the multiplied (or scaled) motion vector
is increased to N bits.

The correcting unit 302 subtracts a predetermined amount
“a” from absolute values of the scaled motion vector to cor-
rect the scaled motion vector toward 0. The adjusting unit 303
adds 2N-1 to the values (or components) of the corrected
motion vector and shifts the results of addition to the right by
N bits to round the values to the nearest integers. Then, the
adjusting unit 303 multiplies the rounded values by a sign of
the scaled motion vector.

The above scaling operation performed by the scaling
operation unit 203 is represented by formulas (15) and (16)
below.

mvex'=sign(Scalexmvex)x{ (abs(Scalexmvex)-a+2N-

1)>>N} formula (15)

mvcy'=sign(Scalexmvcy)x{(abs(Scalexmvcy)-a+2N-

1)>>N} formula (16)

abs (): a function that returns an absolute value

sign( ): a function that returns a sign (1 or -1)

In formulas (15) and (16), absolute values of the scaled
motion vector (Scalexmvex, Scalexmvcy) are obtained
before subtracting the predetermined amount “a”. This is to
correct the values of the scaled motion vector toward 0 irre-
spective of whether the values are positive or negative. With
formulas (15) and (16), the scaled motion vector is corrected
toward the 0 vector by the predetermined amount “a”. Cor-
recting scaled motion vectors toward 0 by the predetermined
amount “a” makes it possible to make an average of vector
predictor candidates output by the scaling operation unit 203
close to 0.

When N=8, formulas (15) and (16) can be rewritten into
formulas (17) and (18) below.

mvex'=sign(Scalexmvex)x{(abs(Scalexmvex)-a+128)

>>8} formula (17)

mvcy'=sign(Scalexmvcy)x{(abs(Scalexmvcy)-a+128)

>>8} formula (18)

Through experiments, the inventors found out that the cod-
ing efficiency improves when the predetermined amount “a”
is within a range 1=a=<2N-2. Therefore, when, for example,
N=8, the predetermined amount “a” is preferably within a
range 1=a<64.

The predetermined amount “a” may be set at a fixed value
selected from the range 1=<a<2N-2. Alternatively, an opti-
mum value for the predetermined amount “a” may be
dynamically determined depending on a scene or the scaling
factor. An exemplary method of dynamically changing the
value of the predetermined amount “a” depending on the
scaling factor is described later.
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FIG. 9 is a block diagram illustrating exemplary configu-
rations (1) of components of the scaling operation unit 203.
Below, calculations performed by the components of the scal-
ing operation unit 203 are described using mvcex in a motion
vector (mvex, mvcey). Similar calculations may also be per-
formed for mvey. In the example of FIG. 9, the scaling unit
301 calculates (Scalexmvcex) in formula (15).

The correcting unit 302 obtains the absolute value abs
(Scalexmvcex) of (Scalexmvex), and subtracts the predeter-
mined amount “a” from the absolute value. The correcting
unit 302 also calculates sign(Scalexmvcx) to obtain the sign
of (Scalexmvcx).

The adjusting unit 303 adds 2N-1 to “abs(Scalexmvex)—
a”, and shifts “abs(Scalexmvcx)-a+2N-1" by N bits. Next,
the adjusting unit 303 multiplies the shifted value by the sign
of (Scalexmvcex) to obtain mvex'. In a similar manner, mvcey'
is obtained. Then, the adjusting unit 303 outputs the scaled
motion vector (mvcex', mvey') as a vector predictor candidate.

FIG. 10 is a block diagram illustrating exemplary configu-
rations (2) of components of the scaling operation unit 203. In
the example of FIG. 10, a correcting unit 304 adds “2N-1-a”
to abs(Scalexmvcx).

An adjusting unit 305 shifts “abs(Scalexmvex)+(a+2N-
1)” output from the correcting unit 304 by N bits, and multi-
plies the shifted value by the sign of (Scalexmvcx). Opera-
tions of the scaling unit 301 of FIG. 10 are substantially the
same as the scaling unit 301 of FIG. 9.

FIG. 11 is adrawing used to describe an exemplary process
performed by the scaling operation unit 203. In the example
of FIG. 11, it is assumed that an input stream is a compressed
video of a stationary object. Even when an object in the video
is stationary, there is a case where a small motion vector that
is not 0 is selected due to noises on pictures.

Let us assume a case where a temporally-adjacent motion
vector is not 0 although an input stream is completely station-
ary and a 0 vector is expected. In this example, it is assumed
that a temporally-adjacent motion vector (mvcx, mvey) is (2,
0) (i.e., movement of 2/4 pixels and 0 pixels) and the tempo-
rally-adjacent motion vector (mvcx, mvcey) is scaled to one
fourth by a scaling factor Scale=64. In this case, since mvex/
4=0.5, either mvex'=0 or mvex'=1 is selected for a vector
predictor candidate to be output.

When the scaling operation method of formulas (12) and
(13) is used, mvex'=1 is selected (vector predictor candidate
2 in FIG. 11). Meanwhile, in the scaling operation unit 203 of
the present embodiment that uses formulas (15) and (16), the
scaling unit 301 outputs 2(mvcex)x64(Scale)=128. The cor-
recting unit 302 calculates 128-a+128=256-a. When “a” is
within the above described range, the adjusting unit 303 shifts
“256-a” by 8 bits and outputs mvex'=0 (vector predictor
candidate 1 in FIG. 11).

Thus, the scaling operation unit 203 of the present embodi-
ment is able to obtain (mvex', mvey')=(0, 0), i.e., a stationary
vector predictor candidate that is expected.

Here, when NO indicating the number of times that my is
represented by (0, 0) is greater than N1 indicating the number
of'times that my is represented by (1, 0) (NO>N1), it indicates
that, compared with the related art, the present embodiment
makes it possible to increase the number of times that the
vector predictor is represented by the 0 vector. This in turn
makes it possible to reduce the amount of code of difference
vectors and to improve the coding efficiency.

Another scaling operation method as described below may
also be used. FIG. 12 is a block diagram illustrating exem-
plary configurations (3) of components of the scaling opera-
tion unit 203. In the example of FIG. 12, the predetermined

25

30

40

45

55

12

amount “a” is calculated based on the magnitude of the scal-
ing factor. Here, “2N-1-a” is called an offset.

In FIG. 12, a correcting unit 306 includes an offset calcu-
lation unit 361. The offset calculation unit 361 obtains the
scaling factor from the scaling unit 301, calculates the prede-
termined amount “a” based on the magnitude of the scaling
factor, and calculates the offset (2N-1-a). For example, the
offset calculation unit 361 calculates the predetermined
amount “a” using formula (19) below.

a=MIN(2N-2, abs(Scale)>>3) formula (19)

MIN (x, y): a function that returns the smaller one of x and

With formula (19), when the absolute value of the scaling
factor Scale becomes large, the predetermined amount “a”
becomes also large and the scaled value is corrected toward
the O vector by a greater degree. In other words, formula (19)
indicates that the predetermined amount “a” increases up to
2N-2 as the scaling factor increases.

As described above, correcting a scaled vector predictor
candidate toward the O vector makes it possible to improve the
accuracy of a vector predictor.
<Operations>

Next, exemplary operations of the video decoding appara-
tus 100 of the first embodiment are described. FIG. 13 is a
flowchart illustrating an exemplary process performed by the
video decoding apparatus 100 of the first embodiment. In the
process of FIG. 13, one block, which is a unit of processing,
is decoded.

In step S101, the entropy decoding unit 101 performs
entropy decoding on input stream data, and thereby decodes
a reference index, a difference vector, and a predictor candi-
date index for LO of the target block; a reference index, a
difference vector, and a predictor candidate index for L1 of
the target block; and an orthogonal transformation coeffi-
cient.

In step S102, the vector predictor generating unit 104 gen-
erates lists (vector predictor candidate lists) of vector predic-
tor candidates for L0 and L1 based on the decoded reference
indexes of L0 and L1 and motion vector information.

In step S103, the motion vector restoring unit 105 obtains
the predictor candidate indexes and the difference vectors of
L0 and L1 which are decoded by the entropy decoding unit
101. The motion vector restoring unit 105 identifies vector
predictors for .0 and [.1 from the vector predictor candidate
lists based on the predictor candidate indexes. Then, the
motion vector restoring unit 105 adds the identified vector
predictors and the difference vectors to restore motion vectors
of L0 and L1 (IO and [.1 motion vectors).

In step S104, the motion vector restoring unit 105 stores
motion vector information including the reference indexes for
the restored motion vectors of L0 and L1 in the motion vector
information storing unit 103. The stored information is used
in the subsequent block decoding process.

In step S105, the predicted pixel generating unit 106
obtains the L0 motion vector and the L1 motion vector,
obtains pixel data of regions that the motion vectors refer to
from the decoded image storing unit 110, and generates a
predicted pixel signal.

In step S106, the inverse quantization unit 107 performs
inverse quantization on the orthogonal transformation coef-
ficient decoded by the entropy decoding unit 101.

In step S107, the inverse orthogonal transformation unit
108 generates a prediction error signal by performing inverse
orthogonal transformation on the inversely-quantized signal.
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Steps S102 through S104 and steps S106 and S107 are not
necessarily performed in the order described above, and may
be performed in parallel.

In step S108, the decoded pixel generating unit 109 adds
the predicted pixel signal and the prediction error signal to
generate decoded pixels.

In step S109, the decoded image storing unit 110 stores a
decoded image including the decoded pixels. The decoding
process of one block is completed through the above steps,
and the steps are repeated to decode the next block.

Next, operations of the vector predictor generating unit 104
are described further.
<Vector Predictor Candidates of Spatially-Adjacent Blocks>

An exemplary process of generating vector predictor can-
didates of blocks spatially adjacent to the target block is
described. FIG. 14 is a flowchart illustrating an exemplary
process (1) performed by the vector predictor generating unit
104 of the first embodiment. In step S201 of FIG. 14, the
vector information obtaining unit 202 sequentially obtains
motion vector information (of selected motion vectors) of
blocks (upper and left blocks) that are spatially adjacent to the
target block. The motion vector information is obtained in a
manner as described above.

In step S202, the vector information obtaining unit 202
determines whether a desired motion vector, which refers to a
reference picture that is the same as the reference picture
indicated by the reference index refidx of the reference pic-
ture list LX, has been selected. If the desired motion vector
has been selected (YES in step S202), the process proceeds to
step S205. Meanwhile, if the desired motion vector has not
been selected (NO in step S202), the process proceeds to step
S203.

In step S203, the scaling factor calculation unit 201 calcu-
lates a scaling factor using formulas (6) through (11)
described above.

In step S204, the scaling operation unit 203 scales a motion
vector (that is selected by the vector information obtaining
unit 202 and is different from the desired motion vector) using
the calculated scaling factor, corrects the scaled motion vec-
tor toward the 0 vector by a predetermined amount, and
performs a bit shift on the corrected motion vector.

In step S205, the scaling operation unit 203 outputs the
scaled and corrected motion vector as a vector predictor can-
didate. Meanwhile, when the desired motion vector has been
selected, the scaling operation unit 203 outputs the desired
motion vector as a vector predictor candidate without per-
forming the scaling operation.
<Vector Predictor Candidates of Temporally-Adjacent
Blocks>

Next, an exemplary process of generating vector predictor
candidates of blocks temporally adjacent to the target block is
described. FIG. 15 is a flowchart illustrating an exemplary
process (2) performed by the vector predictor generating unit
104 of the first embodiment.

In step S301 of FIG. 15, the vector information obtaining
unit 202 obtains motion vector information (of a selected
motion vector) of a block (temporally-adjacent block) that is
temporally adjacent to the target block. The motion vector
information is obtained in a manner as described above.

In step S302, the scaling factor calculation unit 201 calcu-
lates a scaling factor Scale using formulas (6) through (11)
described above.

In step S303, the scaling factor calculation unit 201 deter-
mines whether the calculated scaling factor Scale is 1. If the
scaling factoris not 1 (NOin step S303), the process proceeds
to step S304. Meanwhile, if the scaling factor is 1 (YES in
step S303), the process proceeds to step S305.
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In step S304, the scaling operation unit 304 scales the
selected motion vector using the calculated scaling factor,
corrects the scaled motion vector toward the O vector by a
predetermined amount, and performs a bit shift on the cor-
rected motion vector.

In step S305, the scaling operation unit 203 outputs the
scaled and corrected motion vector as a vector predictor can-
didate. Meanwhile, when the scaling factor is 1, the scaling
operation unit 203 outputs the selected motion vector as a
vector predictor candidate without performing the scaling
operation.

Thus, according to the first embodiment, a vector predictor
candidate is corrected toward the 0 vector. This method or
configuration makes it possible to improve the accuracy of
vector predictors, to reduce the amount of code of difference
vectors, and thereby to improve the coding efficiency.

Second Embodiment

Next, a video decoding apparatus according to a second
embodiment is described. In the second embodiment, differ-
ent scaling operations are performed depending on whether a
picture including a motion vector used as a vector predictor
candidate is spatially adjacent or temporally adjacent to the
target block.

Configuration

Components of the video decoding apparatus of the second
embodiment, excluding a vector predictor generating unit
400, are substantially the same as those of the video decoding
apparatus 100 of the first embodiment. Therefore, the vector
predictor generating unit 400 is mainly described below.

FIG. 16 is a block diagram illustrating an exemplary con-
figuration of the vector predictor generating unit 400 accord-
ing to the second embodiment. In the exemplary configura-
tion of FIG. 16, the vector predictor generating unit 400 may
include a scaling factor calculation unit 201, a vector infor-
mation obtaining unit 202, a block determining unit 401, and
scaling operation units A402 and B403 that are adaptively
switched. The same reference numbers as in the first embodi-
ment are assigned to the corresponding components in FIG.
16, and descriptions of those components are omitted here.

The block determining unit 401 determines whether a
block including a motion vector used to generate a vector
predictor candidate is spatially adjacent or temporally adja-
cent to the target block. The block determining unit 401
selects the scaling operation unit A402 when the block is
temporally adjacent to the target block and selects the scaling
operation unit B403 when the block is temporally adjacent to
the target block.

The scaling operation unit A402 performs a scaling opera-
tion using formulas (15) and (16) in substantially the same
manner as the scaling operation unit 203 of the first embodi-
ment, and thereby corrects a scaled vector predictor candi-
date.

Meanwhile, the scaling operation unit B403 performs a
scaling operation on a vector predictor candidate using for-
mulas (12) and (13). Thus, a motion vector generated by one
of the scaling operation units A402 and B403 is used as a
vector predictor candidate.

The configuration of the second embodiment is based on an
assumption that the tendency of the appearance probability
distribution of my differs depending on whether a block
including a motion vector used to generate a vector predictor
candidate is spatially adjacent or temporally adjacent to the
target block. Here, information indicating whether a block is
spatially adjacent or temporally adjacent to the target block is
referred to as adjacency information.
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For example, when a block including a motion vector is
temporally adjacent to the target block, the probability that
the motion vector is scaled is high. Therefore, in this case,
correcting the motion vector as described in the first embodi-
ment is preferable to improve the coding efficiency. Mean-
while, when a block including a motion vector is spatially
adjacent to the target block, the probability that the motion
vector is scaled is low. Therefore, in this case, scaling the
motion vector using formulas (12) and (13) may not cause a
problem.

Although plural scaling operation units are used in the
example of FIG. 16, the second embodiment may also be
implemented using one scaling operation unit. In this case,
the block determining unit 401 sends the adjacency informa-
tion to the scaling operation unit.

The scaling operation unit performs a scaling operation
using formulas (15) and (16) if the adjacency information
indicates that the block is temporally adjacent to the target
block, and performs a scaling operation excluding the sub-
traction of the predetermined amount “a” in formulas (15)
and (16) if the adjacency information indicates that the block
is spatially adjacent to the target block.

Thus, the second embodiment may also be implemented
using one scaling operation unit that determines whether to
subtract the predetermined amount “a” from a scaled motion
vector based on the determination result of the block deter-
mining unit 401.
<Operations>

Exemplary operations of the video decoding apparatus of
the second embodiment are described below. The decoding
process performed by the video decoding apparatus of the
second embodiment is substantially the same as that illus-
trated in FIG. 13, and therefore its descriptions are omitted
here.

FIG. 17 is a flowchart illustrating an exemplary process
performed by the vector predictor generating unit 400 of the
second embodiment.

Instep S401, the vector predictor generating unit 400 deter-
mines whether a block including a motion vector used for a
vector predictor candidate is spatially adjacent or temporally
adjacent to the target block. For example, whether a block is
spatially adjacent or temporally adjacent to the target block
may be determined based on the reference picture identifier. If
the block is temporally adjacent to the target block (YES in
step S401), the process proceeds to step S402. Meanwhile, if
the block is spatially adjacent to the target block (NO in step
S401), the process proceeds to step S407.

Since steps S402 through S406 are substantially the same
as steps S301 through S305 of FIG. 15, their descriptions are
omitted here. Scaling operation A in step S405 is performed
by the scaling operation unit A402 using formulas (15) and
(16).

Similarly, since steps S407 through S409 and S411 are
substantially the same as steps S201 through S203 and S205
of FIG. 14, their descriptions are omitted here.

In step S410, the scaling operation unit B403 performs a
scaling operation B using formulas (12) and (13).

As described above, the second embodiment makes it pos-
sible to adaptively switch scaling operations based on the
adjacency information of a block including a motion vector
used as a vector predictor candidate, and thereby makes it
possible to improve the accuracy of a vector predictor.

Third Embodiment

Next, a video decoding apparatus according to a third
embodiment is described. In the third embodiment, different
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scaling operations are performed depending on the magni-
tude of a motion vector used as a vector predictor candidate.
<Configuration>

Components of the video decoding apparatus of the third
embodiment, excluding a vector predictor generating unit
500, are substantially the same as those of the video decoding
apparatus 100 of the first embodiment. Therefore, the vector
predictor generating unit 500 is mainly described below.

FIG. 18 is a block diagram illustrating an exemplary con-
figuration of the vector predictor generating unit 500 accord-
ing to the third embodiment. In the exemplary configuration
of FIG. 18, the vector predictor generating unit 500 may
include a scaling factor calculation unit 201, a vector infor-
mation obtaining unit 202, a motion vector determining unit
501, and scaling operation units A502 and B503 that are
adaptively switched. The same reference numbers as in the
first embodiment are assigned to the corresponding compo-
nents in FIG. 18, and descriptions of those components are
omitted here.

The motion vector determining unit 501 switches the scal-
ing operation units A502 and B503 based on the magnitude of
an input motion vector before scaling (or a pre-scaling vector
predictor candidate). For example, the motion vector deter-
mining unit 501 determines whether the magnitude of an
input motion vector is less than or equal to a predetermined
value (e.g., 16).

The motion vector determining unit 501 selects the scaling
operation unit A502 if the magnitude of the motion vector is
less than or equal to the predetermined value, and selects the
scaling operation unit B503 if the magnitude of the motion
vector is greater than the predetermined value.

The scaling operation unit A502 performs a scaling opera-
tion using formulas (15) and (16) in substantially the same
manner as the scaling operation unit 203 of the first embodi-
ment, and thereby corrects a scaled vector predictor candi-
date.

Meanwhile, the scaling operation unit B503 performs a
scaling operation on a vector predictor candidate using for-
mulas (12) and (13). Thus, a motion vector generated by one
of the scaling operation units A502 and B503 is used as a
vector predictor candidate.

The configuration of the third embodiment is based on an
assumption that the tendency of the appearance probability
distribution of my differs depending on the magnitude of a
pre-scaling motion vector (or a pre-scaling vector predictor
candidate). The influence of an error of a vector predictor
increases as the absolute value of the motion vector becomes
smaller. For this reason, in the third embodiment, a motion
vector is corrected as in the first embodiment when the abso-
lute value of the motion vector is small.

Although plural scaling operation units are used in the
example of FIG. 18, the third embodiment may also be imple-
mented using one scaling operation unit. In this case, the
motion vector determining unit 501 sends information indi-
cating whether the magnitude ofthe motion vectoris less than
or equal to the predetermined value to the scaling operation
unit.

The scaling operation unit performs a scaling operation
using formulas (15) and (16) if the magnitude of the motion
vector is less than or equal to the predetermined value, and
performs a scaling operation excluding the subtraction of the
predetermined amount “a” in formulas (15) and (16) if the
magnitude of the motion vector is greater than the predeter-
mined value.

Thus, the third embodiment may also be implemented
using one scaling operation unit that determines whether to
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subtract the predetermined amount “a” from a scaled motion
vector based on the determination result of the motion vector
determining unit 501.

<Operations>

Exemplary operations of the video decoding apparatus of
the third embodiment are described below. The decoding
process performed by the video decoding apparatus of the
third embodiment is substantially the same as that illustrated
in FIG. 13, and therefore its descriptions are omitted here.
Exemplary processes performed by the vector predictor gen-
erating unit 500 are described below.
<Vector Predictor Candidates of Spatially-Adjacent Blocks>

FIG. 19 is a flowchart illustrating an exemplary process (1)
performed by the vector predictor generating unit 500 of the
third embodiment. Steps S501 through S503 of FIG. 19 are
substantially the same as steps S201 through S203 of FIG. 14.

In step S504, the motion vector determining unit 501 deter-
mines whether the magnitude of a motion vector (vector
predictor candidate) is less than or equal to the predetermined
value. If the magnitude of the motion vector is less than or
equal to the predetermined value (YES in step S504), the
process proceeds to step S505. Meanwhile, if the magnitude
of the motion vector is greater than the predetermined value
(NO in step S504), the process proceeds to step S506.

In step S505, the scaling operation unit A502 performs a
scaling operation using formulas (15) and (16) where a scaled
vector predictor candidate is corrected by the predetermined
amount “a”.

In step S506, the scaling operation unit B503 performs a
scaling operation using formulas (12) and (13).

In step S507, the vector predictor generating unit 500 out-
puts the motion vector calculated by the scaling operation unit
A502 or B503 as a vector predictor candidate. Meanwhile,
when a desired motion vector has been selected, the vector
predictor generating unit 500 outputs the desired motion vec-
tor as a vector predictor candidate without performing the
scaling operation.
<Vector Predictor Candidates of Temporally-Adjacent
Blocks>

FIG. 20 is a flowchart illustrating an exemplary process (2)
performed by the vector predictor generating unit 500 of the
third embodiment.

Steps S601 through S603 of FIG. 20 are substantially the
same as steps S301 through S303 of FIG. 15.

In step S604, the motion vector determining unit 501 deter-
mines whether the magnitude of a motion vector (vector
predictor candidate) is less than or equal to the predetermined
value. If the magnitude of the motion vector is less than or
equal to the predetermined value (YES in step S604), the
process proceeds to step S605. Meanwhile, if the magnitude
of the motion vector is greater than the predetermined value
(NO in step S604), the process proceeds to step S606.

In step S605, the scaling operation unit A502 performs a
scaling operation using formulas (15) and (16) where a scaled
vector predictor candidate is corrected by the predetermined
amount “a”.

In step S606, the scaling operation unit B503 performs a
scaling operation using formulas (12) and (13).

In step S607, the vector predictor generating unit 500 out-
puts the motion vector calculated by the scaling operation unit
A502 or B503 as a vector predictor candidate. Meanwhile,
when the scaling factor is 1, the vector predictor generating
unit 500 outputs the motion vector as a vector predictor can-
didate without performing the scaling operation.

As described above, the third embodiment makes it pos-
sible to adaptively switch scaling operations based on the
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magnitude of a motion vector used as a vector predictor
candidate, and thereby makes it possible to improve the accu-
racy of a vector predictor.

Fourth Embodiment

Next, a video decoding apparatus according to a fourth
embodiment is described. In the fourth embodiment, different
scaling operations are performed based on the difference
between the display time of a picture including a pre-scaling
motion vector (vector predictor candidate) and the display
time of a picture that the pre-scaling motion vector refers to.
<Configuration>

Components of the video decoding apparatus of the fourth
embodiment, excluding a vector predictor generating unit
600, are substantially the same as those of the video decoding
apparatus 100 of the first embodiment. Therefore, the vector
predictor generating unit 600 is mainly described below.

FIG. 21 is a block diagram illustrating an exemplary con-
figuration of the vector predictor generating unit 600 accord-
ing to the fourth embodiment. In the exemplary configuration
of FIG. 21, the vector predictor generating unit 600 includes
a scaling factor calculation unit 201, a vector information
obtaining unit 202, a time difference determining unit 601,
and scaling operation units A602 and B603 that are adaptively
switched. The same reference numbers as in the first embodi-
ment are assigned to the corresponding components in FIG.
21, and descriptions of those components are omitted here.

The time difference determining unit 601 switches the
scaling operation units A602 and B603 based on the differ-
ence between the display time of a picture including a pre-
scaling motion vector (vector predictor candidate) and the
display time of a picture that the pre-scaling motion vector
refers to.

For example, the time difference determining unit 601
obtains the reference picture identifier of a target block and
the POC of a target picture. Also, the time difference deter-
mining unit 601 obtains the identifier of a picture including a
pre-scaling motion vector (vector predictor candidate)
selected by the vector information obtaining unit 202 and a
picture that the pre-scaling motion vector refers to.

The time difference determining unit 601 obtains, from the
reference picture list storing unit 102, the POCs of the picture
including the pre-scaling motion vector (vector predictor can-
didate) and the picture that the pre-scaling motion vector
refers to, and calculates the time difference between the
POCs.

Then, the time difference determining unit 601 determines
whether the time difference between the POCs (or the interval
between the pictures) is less than or equal to a predetermined
value (e.g., 4).

The time difference determining unit 601 selects the scal-
ing operation unit A602 if the time difference is less than or
equal to the predetermined value, and selects the scaling
operation unit B603 if the time difference is greater than the
predetermined value.

The scaling operation unit A602 performs a scaling opera-
tion using formulas (15) and (16) in substantially the same
manner as the scaling operation unit 203 of the first embodi-
ment, and thereby corrects a scaled vector predictor candi-
date.

Meanwhile, the scaling operation unit B603 performs a
scaling operation on a vector predictor candidate using for-
mulas (12) and (13). Thus, a motion vector generated by one
of the scaling operation units A602 and B603 is used as a
vector predictor candidate.
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The configuration of the fourth embodiment is based on an
assumption that the tendency of the appearance probability
distribution of my differs depending on the difference
between the display time of a picture including a pre-scaling
motion vector (vector predictor candidate) and the display
time of a picture that the pre-scaling motion vector refers to.

Although plural scaling operation units are used in the
example of FIG. 21, the fourth embodiment may also be
implemented using one scaling operation unit. In this case,
the time difference determining unit 601 sends information
indicating whether the calculated time difference is less than
or equal to the predetermined value to the scaling operation
unit.

The scaling operation unit performs a scaling operation
using formulas (15) and (16) if the time difference is less than
or equal to the predetermined value, and performs a scaling
operation excluding the subtraction of the predetermined
amount “a” in formulas (15) and (16) if the time difference is
greater than the predetermined value.

Thus, the fourth embodiment may also be implemented
using one scaling operation unit that determines whether to
subtract the predetermined amount “a” from a scaled motion
vector based on the determination result of the time difference
determining unit 601.
<Operations>

Exemplary operations of the video decoding apparatus of
the fourth embodiment are described below. The decoding
process performed by the video decoding apparatus of the
fourth embodiment is substantially the same as that illustrated
in FIG. 13, and therefore its descriptions are omitted here.
Exemplary processes performed by the vector predictor gen-
erating unit 600 are described below.
<Vector Predictor Candidates of Spatially-Adjacent Blocks>

FIG. 22 is a flowchart illustrating an exemplary process (1)
performed by the vector predictor generating unit 600 of the
fourth embodiment. Steps S701 through S703 of FIG. 22 are
substantially the same as steps S201 through S203 of FIG. 14.

In step S704, the time difference determining unit 601
calculates the time difference between the display time of a
picture including a pre-scaling motion vector (vector predic-
tor candidate) and the display time of a picture that the pre-
scaling motion vector refers to, and determines whether the
time difference is less than or equal to the predetermined
value. If the time difference is less than or equal to the pre-
determined value (YES in step S704), the process proceeds to
step S705. Meanwhile, if the time difference is greater than
the predetermined value (NO in step S704), the process pro-
ceeds to step S706.

In step S705, the scaling operation unit A602 performs a
scaling operation using formulas (15) and (16) where a scaled
vector predictor candidate is corrected by the predetermined
amount “a”.

In step S706, the scaling operation unit B603 performs a
scaling operation using formulas (12) and (13).

In step S707, the vector predictor generating unit 600 out-
puts the motion vector calculated by the scaling operation unit
A602 or B603 as a vector predictor candidate. Meanwhile,
when a desired motion vector has been selected, the vector
predictor generating unit 600 outputs the desired motion vec-
tor as a vector predictor candidate without performing the
scaling operation.
<Vector Predictor Candidates of Temporally-Adjacent
Blocks>

FIG. 23 is a flowchart illustrating an exemplary process (2)
performed by the vector predictor generating unit 600 of the
fourth embodiment.
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Steps S801 through S803 of FIG. 23 are substantially the
same as steps S301 through S303 of FIG. 15.

In step S804, the time difference determining unit 601
calculates the time difference between the display time of a
picture including a pre-scaling motion vector (vector predic-
tor candidate) and the display time of a picture that the pre-
scaling motion vector refers to, and determines whether the
time difference is less than or equal to the predetermined
value. If the time difference is less than or equal to the pre-
determined value (YES in step S804), the process proceeds to
step S805. Meanwhile, if the time difference is greater than
the predetermined value (NO in step S804), the process pro-
ceeds to step S806.

In step S805, the scaling operation unit A602 performs a
scaling operation using formulas (15) and (16) where a scaled
vector predictor candidate is corrected by the predetermined
amount “a”.

In step S806, the scaling operation unit B603 performs a
scaling operation using formulas (12) and (13).

In step S807, the vector predictor generating unit 600 out-
puts the motion vector calculated by the scaling operation unit
A602 or B603 as a vector predictor candidate. Meanwhile,
when the scaling factor is 1, the vector predictor generating
unit 600 outputs the motion vector as a vector predictor can-
didate without performing the scaling operation.

Thus, the fourth embodiment makes it possible to adap-
tively switch scaling operations based on the difference
between the display time of a picture including a pre-scaling
motion vector (vector predictor candidate) and the display
time of a picture that the pre-scaling motion vector refers to,
and thereby makes it possible to improve the accuracy of a
vector predictor.

Fifth Embodiment

Next, a video coding apparatus 700 according to a fifth
embodiment is described. The video coding apparatus 700 of
the fitth embodiment may include a vector predictor generat-
ing unit of any one of the first through fourth embodiments.
<Configuration>

FIG. 24 is a block diagram illustrating an exemplary con-
figuration of the video coding apparatus 700 according to the
fifth embodiment. As illustrated in FIG. 24, the video coding
apparatus 700 may include a motion vector detection unit
701, a reference picture list storing unit 702, a decoded image
storing unit 703, a motion vector information storing unit 704,
avector predictor generating unit 705, and a difference vector
calculation unit 706.

The video coding apparatus 700 may also include a pre-
dicted pixel generating unit 707, a prediction error generating
unit 708, an orthogonal transformation unit 709, a quantiza-
tion unit 710, an inverse quantization unit 711, an inverse
orthogonal transformation unit 712, a decoded pixel generat-
ing unit 713, and an entropy coding unit 714.

The motion vector detection unit 701 obtains an original
image, obtains the storage location of a reference picture from
the reference picture list storing unit 702, and obtains pixel
data of the reference picture from the decoded image storing
unit 703. The motion vector detection unit 701 detects refer-
ence indexes and motion vectors of LO and L1. Then, the
motion vector detection unit 701 outputs region location
information of reference pictures that the detected motion
vectors refer to, to the predicted pixel generating unit 707.

The reference picture list storing unit 702 stores picture
information including storage locations of reference pictures
and POCs of reference pictures that a target block can refer to.
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The decoded image storing unit 703 stores pictures that
have been previously encoded and locally decoded in the
video coding apparatus 700 as reference pictures used for
motion compensation.

The motion vector information storing unit 704 stores
motion vector information including reference indexes of 1.0
and L1 and motion vectors detected by the motion vector
detection unit 701. For example, the motion vector storing
unit 704 stores motion vector information including motion
vectors of blocks that are temporally and spatially adjacent to
a target block and reference picture identifiers indicating
pictures that the motion vectors refer to.

The vector predictor generating unit 705 generates vector
predictor candidate lists for [.O and [.1. Vector predictor can-
didates may be generated as described in the first through
fourth embodiments.

The difference vector calculation unit 706 obtains the
motion vectors of L0 and L1 from the motion vector detection
unit 701, obtains the vector predictor candidate lists of L0 and
L1 from the vector predictor generating unit 705, and calcu-
lates difference vectors.

For example, the difference vector calculation unit 706
selects vector predictors that are closest to the motion vectors
of L0 and L1 (L0 and L1 motion vectors) from the vector
predictor candidate lists, and thereby determines vector pre-
dictors (L0 and 1 vector predictors) and predictor candidate
indexes for L0 and L1.

Then, the difference vector calculation unit 706 subtracts
the L0 vector predictor from the L0 motion vector to generate
an L0 difference vector, and subtracts the L1 vector predictor
from the L1 motion vector to generate an L1 difference vec-
tor.

The predicted pixel generating unit 707 obtains reference
pixels from the decoded image storing unit 703 based on the
region location information of reference pictures input from
the motion vector detection unit 701, and generates a pre-
dicted pixel signal.

The prediction error generating unit 708 obtains the origi-
nal image and the predicted pixel signal, and calculates a
difference between the original image and the predicted pixel
signal to generate a prediction error signal.

The orthogonal transformation unit 709 performs orthogo-
nal transformation such as discrete cosine transformation on
the prediction error signal, and outputs an orthogonal trans-
formation coefficient to the quantization unit 710. The quan-
tization unit 710 quantizes the orthogonal transformation
coefficient.

The inverse quantization unit 711 performs inverse quan-
tization on the quantized orthogonal transformation coeffi-
cient. The inverse orthogonal transformation unit 712 per-
forms inverse orthogonal transformation on the inversely-
quantized coefficient.

The decoded pixel generating unit 713 adds the prediction
error signal and the predicted pixel signal to generate decoded
pixels. A decoded image including the generated decoded
pixels is stored in the decoded image storing unit 703.

The entropy coding unit 714 performs entropy coding on
the reference indexes, the difference vectors, and the predic-
tor candidate indexes of .0 and [.1 and the quantized orthogo-
nal transformation coefficient obtained from the difference
vector calculation unit 706 and the quantization unit 710.
Then, the entropy coding unit 714 outputs the entropy-coded
data as a stream.
<Operations>

Next, exemplary operations of the video coding apparatus
700 of the fifth embodiment are described. FIG. 25 is a flow-
chart illustrating an exemplary process performed by the
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video coding apparatus 700. In the process of FIG. 25, one
block, which is a unit of processing, is encoded.

In step S901, the motion vector detection unit 701 obtains
an original image and pixel data of a reference picture, and
detects reference indexes and motion vectors of L0 and L1.

In step S902, the vector predictor generating unit 705 gen-
erates vector predictor candidate lists for L0 and [.1. In this
step, the vector predictor generating unit 705 corrects scaled
vector predictor candidates toward the 0 vector by the prede-
termined amount “a”.

In step S903, the difference vector calculation unit 706
selects vector predictors that are closest to the motion vectors
of L0 and L1 (L0 and L1 motion vectors) from the vector
predictor candidate lists, and thereby determines vector pre-
dictors (L0 and 1 vector predictors) and predictor candidate
indexes for L0 and L1.

Then, the difference vector calculation unit 706 subtracts
the L0 vector predictor from the .0 motion vector to generate
an L0 difference vector, and subtracts the L1 vector predictor
from the L1 motion vector to generate an L1 difference vec-
tor.

In step S904, the predicted pixel generating unit 707
obtains reference pixels from the decoded image storing unit
703 based on the region location information of reference
pictures input form the motion vector detection unit 701, and
generates a predicted pixel signal.

In step S905, the prediction error generating unit 708
receives the original image and the predicted pixel signal, and
calculates a difference between the original image and the
predicted pixel signal to generate a prediction error signal.

In step S906, the orthogonal transformation unit 709 per-
forms orthogonal transformation on the prediction error sig-
nal to generate an orthogonal transformation coefficient.

In step S907, the quantization unit 710 quantizes the
orthogonal transformation coefficient.

In step S908, the motion vector information storing unit
704 stores motion vector information including the reference
indexes and the motion vectors of L0 and [.1 output from the
motion vector detection unit 701. The stored information is
used in the subsequent block coding process.

Steps S902 and S903, steps S904 through S907, and step
S908 are not necessarily performed in the order described
above, and may be performed in parallel.

In step S909, the inverse quantization unit 711 performs
inverse quantization on the quantized orthogonal transforma-
tion coefficient to generate the orthogonal transformation
coefficient. Also in this step, the inverse orthogonal transfor-
mation unit 712 generates the prediction error signal by per-
forming inverse orthogonal transformation on the orthogonal
transformation coefficient.

In step S910, the decoded pixel generating unit 713 adds
the prediction error signal and the predicted pixel signal to
generate decoded pixels.

In step S911, the decoded image storing unit 703 stores a
decoded image including the decoded pixels. The decoded
image is used in the subsequent block coding process.

In step S912, the entropy coding unit 714 performs entropy
coding on the reference indexes, the difference vectors, and
the predictor candidate indexes of L0 and [.1 and the quan-
tized orthogonal transformation coefficient, and outputs the
entropy-coded data as a stream.

Thus, the fifth embodiment makes it possible to improve
the accuracy of a vector predictor and to provide a video
coding apparatus with improved coding efficiency. A vector
predictor generating unit of any one of the first through fourth
embodiments may be used for the vector predictor generating
unit 705 of the video coding apparatus 700.
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Through experiments, the inventors found out that the cod-
ing efficiency can be improved by about 1% to 2% by calcu-
lating vector predictor candidates using the vector predictor
generating units of the above embodiments.

EXAMPLE

FIG. 26 is a drawing illustrating an exemplary configura-
tion of an image processing apparatus 800. The image pro-
cessing apparatus 800 is an exemplary implementation of a
video decoding apparatus or a video coding apparatus of the
above embodiments. As illustrated in FIG. 26, the image
processing apparatus 800 may include a control unit 801, a
memory 802, a secondary storage unit 803, a drive unit 804,
anetwork interface (I/F) 806, an input unit 807, and a display
unit 808. These components are connected to each other via a
bus to enable transmission and reception of data.

The control unit 801 is a central processing unit (CPU) that
controls other components of the image processing apparatus
800 and performs calculations and data processing. For
example, the control unit 801 executes programs stored in the
memory 802 and the secondary storage unit 803, processes
data received from the input unit 807 and the secondary
storage unit 803, and outputs the processed data to the display
unit 808 and the secondary storage unit 803.

The memory 802 may be implemented, for example, by a
read-only memory (ROM) or a random access memory
(RAM), and retains or temporarily stores data and programs
such as basic software (operating system (OS)) and applica-
tion software to be executed by the control unit 801.

The secondary storage unit 803 may be implemented by a
hard disk drive (HDD), and stores, for example, data related
to application software.

The drive unit 804 reads programs from a storage medium
805 and installs the programs in the secondary storage unit
803.

The storage medium 805 stores programs. The programs
stored in the storage medium 805 are installed in the image
processing apparatus 800 via the drive unit 804. The installed
programs can be executed by the image processing apparatus
800.

The network I/F 806 allows the image processing appara-
tus 800 to communicate with other devices connected via a
network, such as a local area network (LAN) or a wide area
network (WAN), implemented by wired and/or wireless data
communication channels.

The input unit 807 may include a keyboard including cur-
sor keys, numeric keys, and function keys, and a mouse or a
trackpad for selecting an item on a screen displayed on the
display unit 808. Thus, the input unit 807 is a user interface
that allows the user to input, for example, instructions and
data to the control unit 801.

The display unit 808 includes, for example, a liquid crystal
display (LCD) and displays data received from the control
unit 801. The display unit 808 may be provided outside of the
image processing apparatus 800. In this case, the image pro-
cessing apparatus 800 may include a display control unit.
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The video coding and decoding methods (or processes)
described in the above embodiments may be implemented by
programs that are executed by a computer. Such programs
may be downloaded from a server and installed in a computer.

Alternatively, programs for implementing the video coding
and decoding methods (or processes) described in the above
embodiments may be stored in a non-transitory, computer-
readable storage medium such as the storage medium 805,
and may be read from the storage medium into a computer or
a portable device.

For example, storage media such as a compact disk read-
only memory (CD-ROM), a flexible disk, and a magneto-
optical disk that record information optically, electrically, or
magnetically, and semiconductor memories such as a ROM
and a flash memory that record information electrically may
be used as the storage medium 805. Further, the video coding
and decoding methods (or processes) described in the above
embodiments may be implemented by one or more integrated
circuits.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventors to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the
present invention have been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

What is claimed is:

1. A method performed by a video decoding apparatus, the
method comprising:

scaling a vector predictor candidate (mvcx, mvey) of a

target block to be decoded to obtain a scaled vector
predictor candidate (mvcx', mvey') based on picture
information of pictures and motion vector information
including motion vectors (mvCol) of blocks that are
spatially or temporally adjacent to the target block and
reference picture identifiers indicating pictures that the
motion vectors (mvCol) refer to; and

correcting the scaled vector predictor candidate toward 0

by a predetermined amount “a”, wherein when a prede-
termined precision N after a decimal point of a scaling
factor (Scale) is 8 bits, the scaling and the correcting are
represented by formulas:

mvex'=sign(Scalexmvex)x{ (abs(Scalexmvex)—
a+128)>>8}

mvcy'=sign(Scalexmvcy)x{(abs(Scalexmvcy)—
a+128)>>8}

abs( ): a function that returns an absolute value

sign( ): a function that returns a sign (1 or -1); and
wherein the predetermined amount “a” is greater than or

equal to 1 and less than or equal to 22,
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