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1
DEVICE AND CONTROL METHOD
THEREOF

BACKGROUND

1. Field

The present invention relates to a device and a control
method for the device. More specifically, the present inven-
tion relates to a device and a control method for the device
capable of effectively selecting a control command for gen-
erating a display signal in the case that another control com-
mand is received while a particular control command is car-
ried out.

2. Related Art

As the functions of terminals such as personal computers,
laptop computers, cellular phones and the like are diversified,
the terminals are manufactured in the form of a multimedia
player with multiple functions of shooting photos or videos;
playing music, videos, and games; and receiving broadcast-
ing programs.

A terminal as a multimedia player can be called a display
device since it generally has a function of displaying video
information.

Terminals can be divided into two types: a mobile and a
stationary terminal. Examples of mobile terminals include
laptop computers, cellular phones, etc. while examples of
stationary terminals include television systems, monitors for
desktop computers, etc.

SUMMARY

The present invention relates to a device and a control
method for the device capable of effectively selecting a con-
trol command for generating a display signal in the case that
another control command is received while a particular con-
trol command is carried out.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are included to pro-
vide a further understanding of the invention and are incor-
porated in and constitute a part of this application, illustrate
embodiment(s) of the invention and together with the descrip-
tion serve to explain the principle of the invention.

FIG. 1 illustrates a block diagram of a display device
related to one embodiment of the present invention;

FIG. 2 illustrates an example where the display device of
FIG. 1 is controlled by using the user’s gesture;

FIG. 3 illustrates an example where the display device of
FIG. 1 is controlled by using a 3D pointing device;

FIG. 4 illustrates an example where the display device of
FIG. 1 is controlled by a remote controller;

FIG. 5 illustrates an example where the display device of
FIG. 1 is controlled by a mobile terminal;

FIG. 6 illustrates an example where the display device of
FIG. 1 is controlled by a voice;

FIG. 7 is a flow chart illustrating the operation procedure of
a display device according to one embodiment of the present
invention;

FIGS. 8 to 11 are examples where multiple control com-
mands are carried out at the display device of FIG. 7;

FIGS. 12 and 13 are examples where one of multiple con-
trol commands is carried out at the display device of FIG. 7;

FIGS. 14 to 18 are examples where a control command
with a high priority among multiple control commands is
carried out at the display device of FIG. 7;
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FIGS. 19 and 20 are examples where a control command
with a low priority among multiple control commands is
carried out at the display device of FIG. 7;

FIG. 21 is an example where control commands are carried
out sequentially according to the order of command input at
the display device of FIG. 7;

FIG. 22 is an example where multiple control commands
are carried out at the display device of FIG. 7;

FIGS. 23 and 24 illustrate examples where the display
device of FIG. 7 communicates with a mobile terminal; and

FIGS. 25 and 26 illustrate the motion of a 3D pointing
device which can deliver a control command to the display
device of FIG. 7.

DETAILED DESCRIPTION

The present invention will now be described more fully
with reference to the accompanying drawings, in which
exemplary embodiments of the invention are shown. The
invention may, however, be embodied in many different
forms and should not be construed as being limited to the
embodiments set forth herein; rather, there embodiments are
provided so that this disclosure will be thorough and com-
plete, and will fully convey the concept of the invention to
those skilled in the art.

Hereinafter, a mobile terminal relating to the present inven-
tion will be described below in more detail with reference to
the accompanying drawings. In the following description,
suffixes “module” and “unit” are given to components of the
mobile terminal in consideration of only facilitation of
description and do not have meanings or functions discrimi-
nated from each other.

The mobile terminal described in the specification can
include a cellular phone, a smart phone, a laptop computer, a
digital broadcasting terminal, personal digital assistants
(PDA), a portable multimedia player (PMP), a navigation
system and so on.

FIG. 1 illustrates a block diagram of a display device
related to one embodiment of the present invention.

As shown in the figure, a display device 100 according to
one embodiment of the present invention comprises a com-
munication unit 110, a user input unit 120, an output unit 150,
a memory 160, an interface unit 170, a controller 180, and a
power supply 190. The components shown in FIG. 1 are those
commonly found in a display device; therefore, display
devices can be implemented with a larger or a smaller number
of components than that of FIG. 1.

The communication unit 110 can include more than one
module which enables communication between the display
device 100 and a communication system or between the dis-
play device 100 and other devices. For example, the commu-
nication unit 110 can include a broadcasting receiver 111, an
Internet module 113, anear field communication (NFC) mod-
ule 114, a Bluetooth (BT) module 115, an infrared (IR) mod-
ule 116, and a radio frequency (RF) module 117.

The broadcasting receiver 111 receives a broadcasting sig-
nal and/or broadcasting-related information from an external
broadcasting management server through a broadcasting
channel.

The broadcasting channels can include a satellite and a
terrestrial channel. The broadcasting management server can
indicate a server generating and transmitting broadcasting
signals and/or broadcasting-related information; or a server
receiving broadcasting signals and/or broadcasting-related
information and transmitting them to terminals. The broad-
casting signals include TV broadcasting signals, radio broad-
casting signals, and data broadcasting signals. Furthermore,
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the broadcasting signal can further include such a broadcast-
ing signal in the form of a combination of a TV broadcasting
signal or a radio broadcasting signal with a data broadcasting
signal.

The broadcasting-related information can correspond to
the information related to broadcasting channels, broadcast-
ing programs, or broadcasting service providers. The broad-
casting-related information can also be provided through a
communication network.

The broadcasting-related information can be provided in
various forms. For example, the broadcasting-related infor-
mation can be provided in the form of EPG (Electronic Pro-
gram Guide) of DMB (Digital Multimedia Broadcasting) or
ESG (Electronic Service Guide) of DVB-H (Digital Video
Broadcast-Handheld).

The broadcasting receiver 111 can receive broadcasting
signals by using various broadcasting systems. The broad-
casting signal and/or broadcasting-related information
received through the broadcasting receiver 111 can be stored
in the memory 160.

The Internet module 113 is a module for connecting to the
Internet. The Internet module 113 can be installed inside or
outside the display device 100.

The NFC (Near Field Communication) module 114 is a
module carrying out communication according to NFC pro-
tocol. The NFC module 114 can commence communication
through tagging motion for NFC devices and/or NFC tags.
For example, if an electronic device with NFC function is
tagged to the display device 100, it indicates that an NFC link
can be established between the electronic device and the
display device 100. The electronic device and the display
device 100 can transmit and receive necessary information to
and from each other through the established NFC link.

The Bluetooth module 115 is a module carrying out com-
munication according to Bluetooth protocol. The Bluetooth
module 115 carries out communication based on short range
wireless networking technology co-developed by Bluetooth
SIG (Special Interest Group). By using the Bluetooth module
115, the display device 100 can carry out Bluetooth commu-
nication with other electronic devices.

The infrared module 116 is a module carrying out commu-
nication by using infrared rays.

The radio frequency (RF) module 117 is a module carrying
out wireless communication with the display device 100. The
RF module 177 can employ a communication technology
different from the other communication modules mentioned
earlier.

The user input module 120 is used for inputting audio or
video signals, which can include a camera 121, a microphone
122, etc.

The camera 121 processes image frames such as photos or
videos obtained by an image sensor at video telephony mode
or shooting mode. The image frames processed can be dis-
played on the display unit 151. The camera 121 can corre-
spond to a camera 121 capable of 2D or 3D imaging, where
the camera 121 can consists of a single 2D or 3D camera or a
combination of both.

Image frames processed by the camera 121 can be stored in
the memory 160 or transmitted to the outside through the
communication unit 110. Depending on the configuration of
the display device 100, two or more cameras 121 can be
installed.

The microphone 122 receives external sound signals and
transforms the received signals to voice data in the telephony
mode, recording mode, or voice recognition mode. The
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4

microphone 122 can employ various noise suppression algo-
rithms to remove noise generated while external sound sig-
nals are received.

The output unit 150 can include a display unit 151 and an
audio output unit 152.

The display unit 151 displays information processed
within the display device 100. For example, the display unit
151 displays an Ul (User Interface) or a GUI (Graphic User
Interface) related to the display device 100. The display unit
151 can employ at least one from among liquid crystal dis-
play, thin film transistor-liquid crystal display, organic light-
emitting diode, flexible display, and 3D display. In addition,
the display unit 151 can be implemented in the form of a
transparent or light-transmission type display, which can be
called a transparent display. A typical example of a transpar-
ent display is a transparent LCD. The rear structure of the
display unit 151 can also employ the light-transmission type
structure. Thanks to the above structure, the user can see
objects located in the back of the terminal body through the
area occupied by the display unit 151 of the body.

Depending on how the display device 100 is implemented,
two or more display units 151 can exist. For example, in the
display device 100, multiple display units 151 can be dis-
posed being separated from each other or as a whole body in
a single area; alternatively, the multiple display units 151 can
be disposed respectively in different areas from each other.

In the case where the display unit 151 and a sensor detect-
ing a touch motion (hereinafter, it is called a ‘touch sensor’)
form a mutual structure between them (hereinafter, it is called
a ‘touch screen’), the display unit 151 can also be used as an
input device in addition to an output device. The touch sensor
can take the form of a touch film, a touch sheet, and a touch
pad, for example.

A touch sensor can be formed in such a way to transform
the change of pressure applied to a particular part of the
display unit 151 or the change of capacitance generated at a
particular part of the display unit 151 into the corresponding
electric signal. The touch sensor can be so fabricated to detect
the pressure at the time of touch motion as well as the touch
position and area.

When a touch input is applied to the touch sensor, a signal
corresponding to the touch input is forwarded to a touch
controller. The touch controller processes the signal and
transfers the data corresponding to the signal to the controller
180. In this way, the controller 180 can know which area of
the display unit 151 has been touched.

The audio sound unit 152 can output audio data received
from the communication unit 110 or stored in the memory
160. The audio sound unit 152 can output sound signals
related to the functions carried out in the display device 100
(for example, a call signal receiving sound and a message
receiving sound). The audio output unit 152 can comprise a
receiver, a speaker, and a buzzer.

The memory 160 can store programs specifying the opera-
tion of the controller 180 and temporarily store input/output
data (for example, a phonebook, a message, a still image, and
a video). The memory 160 can store data related to various
patterns of vibration and sound generated at the time of touch
input on the touch screen.

The memory 160 can be realized by at least one type of
storage media including flash type memory, hard disk, mul-
timedia card micro memory, card type memory (e.g., SD or
XD memory), RAM (Random Access Memory), SRAM
(Static Random Access Memory), ROM (Read-Only
Memory), EEPROM (Electrically Erasable Programmable
Read-Only Memory), PROM (Programmable Read-Only
Memory), magnetic memory, magnetic disk, and optical disk.
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The display device 100 can function in association with a web
storage which can perform a storage function of the memory
160 on the Internet.

The interface unit 170 serves as a passage to all the external
devices connected to the display device 100. The interface
unit 170 receives data from external devices or receives power
and delivers the received data and power to each of constitut-
ing components within the display device 100 or transmits the
data within the display device 100 to external devices. For
example, the interface unit 170 can include a wired/wireless
headset port, an external charger port, a wired/wireless data
port, amemory card port, a port connecting a device equipped
with an identification module, an audio I/O (Input/Output)
port, a video I/O port, and an earphone port.

The controller 180 usually controls the overall operation of
the display device. For example, the controller 180 carries out
control and processing for voice, data, and video communi-
cation. The controller 180 can be equipped with an image
processor 182 for processing images. Description of the
image processor 182 will be provided more specifically in the
corresponding part of this document.

The power supply 190 receives external and internal power
according to the control of the controller 180 and provides
power required for the operation of each constituting compo-
nent.

Various embodiments described in this document can be
implemented in a computer or in a recording medium read-
able by a device similar to the computer, both of which
utilizing software, hardware, or a combination of software
and hardware. As for hardware implementation, the embodi-
ment of this document can be implemented by using at least
one of ASICs (Application Specific Integrated Circuits),
DSPs (Digital Signal Processors), DSPDs (Digital Signal
Processing Devices), PLDs (Programmable Logic Devices),
FPGAs (Field Programmable Gate Arrays), processors, con-
trollers, micro-controllers, micro-processors, and electric
units for carrying out functions. In some cases, the embodi-
ments can be implemented by the controller 180.

As for software implementation, embodiments such as
procedures or functions can be implemented together with
separate software modules supporting at least one function or
operation. Software codes can be implemented by a software
application written by a relevant programming language.
Also, software codes can be stored in the memory 160 and
carried out by the controller 180.

FIG. 2 illustrates an example where the display device of
FIG. 1 is controlled by using the user’s gesture;

As shown in the figure, the control right for the display
device 100 can be given to the user (U) if the user (U) attempts
a particular motion. For example, if the user’s (U) motion of
raising and waving his or her hand (H) left and right is set as
the motion for obtaining the control right, the user carrying
out the motion can acquire the control right.

If a user with the control right is found, the controller 180
tracks the user. Authorizing and tracking the user can be
carried out based on images captured through the camera
prepared in the display device 100. In other words, it indicates
that the controller 180 can continuously determine whether a
particular user (U) exists by analyzing the captured images;
whether the particular user (U) carries out a gesture required
for obtaining the control right; and whether the particular user
(U) carries out a particular gesture.

The particular gesture of the user can correspond to the
motion for carrying out a particular function of the display
device 100 or for stopping a particular function in execution.
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For example, the particular gesture can correspond to the
motion of selecting various menus displayed in three-dimen-
sional images by the display device 100.

FIG. 3 illustrates an example where the display device of
FIG. 1 is controlled by using a 3D pointing device.

As shown in the figure, the display device 100 according to
one embodiment of the present invention can be controlled by
a three dimensional (3D) pointing device 10.

The 3D pointing device 10 detects a 3D motion and sends
information about the 3D motion detected to the display
device 100. The 3D motion can correspond to a command for
controlling the display device 100. The user, by moving the
3D pointing device 10 in 3D space, can send a predetermined
command to the display device 100. The 3D pointing device
10 can be equipped with various key buttons. By using the key
buttons, the user can enter various commands.

The display device 100 can receive a broadcasting signal
from a broadcasting station 200 and output the broadcasting
signal. Also, the display device 100 can be equipped with a
device capable of connecting to the Internet 300 according to
TCP/IP (Transmission Control Protocol/Internet Protocol).

FIG. 4 illustrates an example where the display device of
FIG. 1 is controlled by a remote controller.

As shown in the figure, the display device 100 according to
one embodiment of the present invention can be controlled by
a remote controller 20.

The remote controller 20 can exchange data with the dis-
play device 100 based on IR (Infrared Ray) communication
method. For example, if the user pushes a particular button of
the remote controller 20, a corresponding infrared signal can
be generated; and the display device 100 receiving the infra-
red signal can carry out a particular function.

FIG. 5 illustrates an example where the display device of
FIG. 1 is controlled by a mobile terminal.

As shown in the figure, the display device 100 according to
one embodiment of the present invention can be controlled by
a mobile terminal 30.

The mobile terminal 30 can be a smart phone capable of
carrying out various functions. The mobile terminal 30,
which is a smart phone, can control functions of the display
device 100 through Bluetooth and IR communication.

FIG. 6 illustrates an example where the display device of
FIG. 1 is controlled by a voice.

As shown in the figure, the display device 100 according to
one embodiment of the present invention can be controlled by
using the user’s voice as a control command. For example, if
the user issues a command such as “mute” with his or her
voice, the volume of the display device 100 can be decreased
to produce no audible sound.

The user giving a control command with his or her voice
has a control right for the display device 100. In other words,
it implies that the display device 100 responds to a voice
command issued by the user with the control right for the
display device 100.

FIG. 7 is a flow chart illustrating the operation procedure of
a display device according to one embodiment of the present
invention.

As shown in the figure, the controller 180 of the display
device 100 according to one embodiment of the present
invention can carry out the step S10 of determining whether
multiple control commands are allowed.

A control command can carry out a particular function of
the display device 100 or stop execution of a particular func-
tion. For example, a control command can be used for carry-
ing out various functions required for the operation of the
display device 100 such as adjusting the volume, changing
channels, and selecting a menu of the display device 100.
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A control command can be generated by a particular user
watching the display device 100. For example, if the user
carries out a particular gesture motion, operates a remote
controller 20, or carries out a particular voice command, a
particular control command corresponding to the above can
be generated.

The controller 180 can determine whether multiple control
commands are allowed or not. In other words, the controller
180 can determine whether the display device 100 is in the
situation where two or more control commands are handled
simultaneously. The situation where multiple control com-
mands are allowed can correspond to the case where multiple
users are trying to control the display device 100 as described
below. For example, while a first control command is input as
a first user carries out a particular gesture motion, a second
user can operate the remote controller 20 inputting a second
control command.

Whether multiple control commands are allowed depends
on a current state of the display device 100. For example, if
the display device 100 is currently in a state A, the first control
command can be a control command which can be applied
only for the state A. On the other hand, the second control
command can correspond to a control command for changing
the state A into a state B or a control command which can be
applied when the display device 100 stays in a state C. In this
case, the second control command cannot be carried out while
the first control command is carried out. In other words, the
above situation implies that the display device 100 isnotin a
state where multiple control commands are allowed.

Ifthe display device 100 is in a state where multiple control
commands are allowed, a step S20 of controlling the display
device 100 according to the respective control commands can
be carried out.

As described above, the situation where multiple control
commands are allowed for the display device 100 can corre-
spond to the case where the display device 100 still operates
properly even when all of input multiple control commands
are allowed. For example, while a first control command
selecting a menu by using a gesture motion is being input, a
second control command for adjusting a volume by using the
remote control 20 can be received.

When multiple control commands are allowed, the control-
ler 180 can control the display device 100 according to the
respective control commands. For example, in the case of the
aforementioned first and second control command, a volume
can be adjusted according to the second control command at
the same time a menu is selected according to the first control
command.

Ifmultiple control commands are not allowed, a step S30 of
selecting a particular control command from among multiple
control commands and a step S40 of controlling the display
device 100 according to the particular control command
selected can be carried out.

In some cases, the display device 100 allows only one
control command depending on the current situation. For
example, the display device 100 can stay in a state where a
menu is selected with a hovering cursor according to the first
control command corresponding to the gesture motion of the
first user. In this case, if the second user attempts hovering of
the cursor by using the 3D pointing device 10, the controller
180 can determine that multiple control commands are not
allowed.

If multiple control commands are received while the dis-
play device 100 is in a state where multiple control commands
are not allowed, the controller 180 can determine which con-
trol command is to be used from the multiple control com-
mands to control the display device 100. The control com-
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mand selected to control the display device 100 from the
multiple control commands can be determined by various
criteria; the criteria will be described in detail in the corre-
sponding part of this document.

FIGS. 8 to 11 are examples where multiple control com-
mands are carried out at the display device of FIG. 7.

As shown in the figure, the controller 180 of the display
device 100 according to one embodiment of the present
invention can control the display device 100 based on mul-
tiple control commands input from the user.

As shown in FIG. 8, the user can perform a gesture motion
by using his or her hand (H). The gesture motion by the hand
(H) can correspond to a control command for hovering of a
pointer (P) displayed on the display 151. In other words, the
pointer (P) can move in accordance to the gesture motion
taken by the user. The user can carry out the operation desired
such as selection of a menu by hovering of the pointer (P).

While the user performing a gesture motion by hand (H),
the user or another user can carry out the operation of adjust-
ing a volume by using the remote controller 20. The adjust-
ment of the volume can correspond to a control command not
conflicting against hovering of the pointer (P) corresponding
to the gesture motion by the hand (H). In other words, hov-
ering of the pointer (P) and adjustment of the volume can be
carried out independently from each other.

The controller 180 can process multiple control operations
simultaneously as far as the operations do not interfere with
each other.

As shownin FI1G. 9, a first pointer (P1) and a second pointer
(P2) can be displayed simultaneously on the display 151.

The first pointer (P1) can hover around according to the
gesture motion of the user’s hand (H) while the second
pointer (P2) according to the motion of the 3D pointing
device 10. That means the pointers P1, P2 can be controlled
by the respective control commands. Since the pointers P1,
P2 are controlled by the respective control commands, the
first control command due to the gesture motion of hand (H)
and the second control command due to the 3D pointing
device 10 can avoid conflict during operation. Therefore, the
controller 180 can carry out the two control operations simul-
taneously.

As shown in FIG. 10, gesture motions by using a first and
a second hand H1, H2 of one or two users can be carried out.
According to the gesture motions carried out by the first and
the second hand H1, H2, the first and the second pointer P1,
P2 can perform hovering correspondingly. Since each of the
pointers P1, P2 correspond to a control command due to the
respective gesture motions, the controller 180 can carry out
the two control operations at the same time.

While gesture motions due to the first and the second hand
H1, H2 are carried out, a control command for changing
channels by using the remote controller 20 can be addition-
ally received. In response to the control command for chang-
ing channels by using the remote controller 20, the controller
180 can display a channel change pop-up window (CP). The
user can select a channel that he or she wants while watching
the channel change pop-up window (CP) displayed.

The controller 180 can carry out the first and the second
control command corresponding to the gesture motions due
to the first and the second hand H1, H2; and operation corre-
sponding to a third control command due to the remote con-
troller 20. In other words, since the first, the second, and the
third control command are those not interfering with each
other, channels can be changed based on the third control
command while the first and the second pointer P1, P2 are
hovering around based on the first and the second control
command.



US 9,142,182 B2

9

As shown in FIG. 11, predetermined can be a set of control
commands which can be carried out simultaneously since
they do not interfere with each other.

As shown in FIG. 11(a), a first function of hovering of a
cursor or a pointer can be carried out simultaneously with a
second function of adjusting a volume, changing a channel, or
suppressing sound level. For example, even when a pointer is
hovering due to the gesture motion of the user, adjusting a
volume can be made possible.

As shown in FIG. 11(b), a first function of adjusting a
volume and a second function of changing channels can be
carried out at the same time.

FIGS. 12 and 13 are examples where one of multiple con-
trol commands is carried out at the display device of FIG. 7.

As shown in the figures, the display device 100 according
to one embodiment of the present invention can select a
particular control command based on a predetermined crite-
rion from among multiple control commands received simul-
taneously.

As shown in FIG. 12, a single pointer P can be displayed on
the display 151. The controller 180 can make the pointer (P)
hover around based on the input control command.

In a setting where there is only a single pointer (P), a first
control command based on the 3D pointing device 10 and a
second control command based on the gesture by the user
(U)’s hand (H) can be received at the same time. In other
words, the first and the second command attempting to make
the pointer (P) hover around can be input simultaneously.

The controller 180, if control commands not executable
simultaneously are input, a particular control command from
the two can be selected based on a predetermined criterion
and the display device 100 can be controlled based on the
selected control command.

As shown in FIG. 13, the controller 180 can select a par-
ticular control command from multiple control commands
based on a predetermined criterion.

As shown in FIG. 13(a), a first function for hovering of a
cursor or a pointer can be so set that it cannot be used simul-
taneously with a second function of changing the depth of a
hierarchical menu or selecting a particular menu. For
example, when a menu selected by a gesture motion is acti-
vated, a control command for selecting a menu by using the
3D pointing device 10 may not be carried out.

As shown in FIG. 13(b), if the first and the second function
corresponding to input multiple control commands corre-
spond to multiple control signals for the same object, the
multiple control commands may not be carried out simulta-
neously. For example, a control command for selecting a
particular menu simultaneously with a gesture motion and the
3D pointing device 10 cannot be accepted.

The controller 180 can select a particular control command
from input multiple control commands based on a set of
control commands as described above.

FIGS. 14 to 18 are examples where a control command
with a high priority among multiple control commands is
carried out at the display device of FIG. 7.

As shown in FIG. 14, there can be a criterion to carry out
which control command from among input multiple control
commands. In other words, priorities can be given to the
respective control commands. For example, priorities can be
assigned in the order of a control command due to a gesture
motion, a control command due to a voice, a control com-
mand due to a 3D pointing device, a control command due to
an infrared remote controller, and a control command due to
a smart phone.

The controller 180 can carry out a control command based
on a predetermined priority. For example, if a control com-
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mand due to a gesture motion is generated while control of
operation by using a 3D pointing device is carried out, the
display device 100 can be controlled according to the control
command due to the gesture motion. In the same reason,
although a control command due to a smart phone is gener-
ated while control of operation by using the 3D pointing
device is carried out, the control command due to the smart
phone can be ignored.

As shown in FIG. 15, a single pointer (P) can be displayed
on the display 151. While a single pointer (P) is displayed, a
first control command due to the gesture of the user’s hand
(H) for controlling the pointer (P) and a second control com-
mand due to the remote controller 20 can be received simul-
taneously.

The controller 180 can utilize a predetermined priority for
selecting a control command to control the pointer (P) from
the first and the second control command received simulta-
neously. In other words, the pointer (P) can be controlled
based on the gesture motion with a higher priority than that of
the remote controller 20.

As shown in FIG. 16(a), a single pointer (P) displayed on
the display 151 can be under control by the 3D pointing
device 10.

As shown in FIG. 16(5), a control command due to the
gesture motion from a hand (H) can be received while the
pointer (P) is controlled based on a control command by using
the 3D pointing device 10.

As shown in FIG. 17, if a control command based on the
gesture motion from hand (H) is newly received, the control-
ler 180 can make the pointer (P) operate according to the
control command based on the gesture motion. Also, the
controller 180 can display a first information window IP1 on
the display 151, the first information window IP1 notifying
that the control method has been changed.

As shown in FIG. 18, the hand (H) controlling the pointer
(P) may disappear. Ifthe hand (H) disappears, the 3D pointing
device 10 can again control the pointer (P). Also, the control-
ler can display a second information window IP2 on the
display 151 that the control method has been changed.

FIGS. 19 and 20 are examples where a control command
with a low priority among multiple control commands is
carried out at the display device of FIG. 7.

As shown in the figures, the display device 100 according
to one embodiment of the present invention can be controlled
by a particular means irrespective of a predetermined priority.

It is assumed in FIG. 19 that the pointer (P) is hovering
according to the gesture motion of a hand (H). While the
pointer (P) is hovering around according to the gesture
motion, a control command can be received from the remote
controller 20. Considering the predetermined priority, the
control command from the remote controller 20 can be
ignored.

As shown in FIG. 20, the controller 180 can temporarily
ignore a control command from the remote controller 20.
However, it should be noted that the controller 180 can dis-
play a third information window IP3; in this case, the third
information window IP3 notifies that the remote controller 20
should be additionally operated in order to control the display
device 100 by using the remote controller 20. For example,
specific information provided by the third information win-
dow IP3 can indicate that if the user pushes a particular button
of the remote controller 20, the control initiative for control-
ling the pointer (P) displayed can be taken over by the remote
controller 20.

FIG. 21 is an example where control commands are carried
out sequentially according to the order of command input at
the display device of FIG. 7.
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As shown in the figure, the controller 180 of the display
device 100 according to one embodiment of the present
invention can determine whether to allow control authority
for the display device 100 based on the time order.

A control command by using a hand (H) can be received at
the time point of t1; since that time, only the control command
due to the hand (H) can be allowed for the time duration of A.

Now, a control command by using the 3D pointing device
10 can be received at the time point of t2.

The controller 180 can ignore the control command by
using the 3D pointing device 10 received at the time point of
2. In other words, it implies that a control command coming
from a different means can be ignored before the previous
control command from the hand (H) is stopped. Therefore,
the control command from the hand (H) can still be received
for the time duration of B as well as the time duration of A.

FIG. 22 is an example where multiple control commands
are carried out at the display device of FIG. 7.

As shown in the figure, which control command to choose
among multiple control commands for the display device 100
according to one embodiment of the present invention can be
determined based on whether the control command is
intended for changing the state of the display device 100.

The display device 100 may stay in a first state. For
example, the state of the display device 100 can be such that
amenu is selected while it is being displayed. In the first state,
the display device 100 can be controlled based on a first
control command due to a particular first means.

While the first control command due to the first means is
received, a second control command due to a second means
can be received.

The controller 180 can determine whether the second con-
trol command is intended for changing the state of the display
device 100. In other words, the controller 180 can determine
whether the current first state is going to be changed to a
different second state.

If it is the case that the current first state is not changed to
another one, the controller 180 can allow the second control
command. In other words, the display device 100 can be
controlled by the second control command as well as by the
first control command.

If it is the case that the first state is going to be changed to
the second state, the controller 180 may not allow the second
control command. In other words, it means that the display
device 100 is controlled only by the first control command.

FIGS. 23 and 24 illustrate examples where the display
device of FIG. 7 communicates with a mobile terminal.

As shown in the figure, the display device 100 according to
one embodiment of the present invention can communicate
information about a current state with a mobile terminal 30.

As shown in FIG. 23(a), a gesture motion by using the
user’s hand (H) can be carried out. According to the gesture
motion, control for the pointer (P) can be carried out.

As shown in FIG. 23(b), a control command through the
mobile terminal 30 can be received while a first control com-
mand from the gesture motion is received.

As shown in FIG. 24, if a control command by using the
mobile terminal with a relatively low priority is received
while the gesture motion from the hand (H) with a relatively
high priority is received, the controller 180 can make the
pointer (P) operate based on the gesture motion.

The controller 180 can display information on a fourth
information window IP4 of the display 151, the information
indicating that the control right still belongs to the gesture
motion. Also, by communicating with the mobile terminal 30,
information related to the display of the mobile terminal 30
can be displayed in the form of a fifth information window

10

15

20

25

30

35

40

45

50

55

60

65

12

IP5. As the fitth information window IP5 is displayed on the
mobile terminal 30, the user of the mobile terminal 30 can
easily recognize that acquisition of the control right through
the mobile terminal 30 has been failed.

FIGS. 25 and 26 illustrate the motion of a 3D pointing
device which can deliver a control command to the display
device of FIG. 7.

As shown in the figure, the controller 180 of the display
device 100 according to one embodiment of the present
invention can make the control state about the display device
100 varied according to the state of a control means for the
display device 100.

As shown in FIG. 25, the 3D pointing device 30 delivering
a control command to the display device 100 can stay in an
inactive or active state.

The user may have not touched the 3D pointing device 30
until the time point of t1. Whether the 3D pointing device 30
has been touched can be detected by using a built-in motion
sensor of the 3D pointing device 30. For example, if the user
touches the 3D pointing device 30 to operate the 3D pointing
device, the corresponding motion can be detected by the
motion sensor.

The user can touch the 3D pointing device 30 between the
time points of t1 and t2. In other words, the above situation
means that the user moves while holding the 3D pointing
device 30 to control the display device 100. If a touch for the
3D pointing device 30 is detected, the 3D pointing device 30
can enter the active state. In the active state, control of the
display device 100 by using the 3D pointing device 30 can be
made possible.

Since activation ofthe 3D pointing device 30 is determined
according to the actual use of the 3D pointing device 30,
power consumed inside the 3D pointing device 30 can be
minimized.

Whether to activate the 3D pointing device 30 can be
determined by the value sensed by a grip sensor located on the
surface of the 3D pointing device 30. The grip sensor may
take the form of a button. If the user grabs the 3D pointing
device 30 to use it, the grip sensor can detect the intention of
the user. If the grip sensor detects grabbing of the user, the 3D
pointing device 30 can be activated.

As shown in FIG. 26, the display 151 can display a pointer
(P). The pointer (P) displayed on the display 151 can be
controlled by the mobile terminal 30 directed toward the
display 151. In other words, a device actually controlling the
pointer (P) is the means which is directed toward the display
151.

Even when the 3D pointing device 10 is positioned in front
of the display device 100 together with the mobile terminal
30, if the aiming direction of the 3D pointing device does not
coincide with the direction along which the display device
100 is positioned, the controller 180 can ignore the control
command from the 3D pointing device 10.

The above-described method of controlling the mobile ter-
minal may be written as computer programs and may be
implemented in digital microprocessors that execute the pro-
grams using a computer readable recording medium. The
method of controlling the mobile terminal may be executed
through software. The software may include code segments
that perform required tasks. Programs or code segments may
also be stored in a processor readable medium or may be
transmitted according to a computer data signal combined
with a carrier through a transmission medium or communi-
cation network.

The computer readable recording medium may be any data
storage device readable by a computer system. Examples of
the computer readable recording medium may include read-
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only memory (ROM), random-access memory (RAM), CD-
ROMs, DVDxROM, DVD-RAM, magnetic tapes, floppy
disks, optical data storage devices. The computer readable
recording medium may also be distributed among networked
computer systems so that the computer readable codes are
stored and executed in a distributed fashion.

A mobile terminal may include a first touch screen config-
ured to display a first object, a second touch screen configured
to display a second object, and a controller configured to
receive a first touch input applied to the first object and to link
the first object to a function corresponding to the second
object when receiving a second touch input applied to the
second object while the first touch input is maintained.

A method may be provided for controlling a mobile termi-
nal that includes displaying a first object on the first touch
screen, displaying a second object on the second touch
screen, receiving a first touch input applied to the first object,
and linking the first object to a function corresponding to the
second object when a second touch input applied to the sec-
ond object is received while the first touch input is main-
tained.

Any reference in this specification to “one embodiment,”
“an embodiment,” “example embodiment,” etc. means that a
particular feature, structure, or characteristic described in
connection with the embodiment is included in at least one
embodiment of the invention. The appearance of such phrases
in various places in the specification does not necessarily
refer to the same embodiment. Further, when a particular
feature, structure, or characteristic is described in connection
with any embodiment, it is assumed to fall within the purview
of those skilled in the art to affect such feature, structure, or
characteristic in connection with other ones of the embodi-
ments.

Although the present invention has been described with
reference to a number of illustrative embodiments thereof, it
should be understood that numerous other modifications and
embodiments can be devised by those skilled in the art, which
fall within the spirit and scope of the principles of this dis-
closure. More particularly, variations and modifications are
possible in the component parts and/or arrangements of the
subject combination arrangement within the scope of the
disclosure, the drawings and the appended claims. In addition
to variations and modifications in the component parts and/or
arrangements, alternative uses will also be apparent to those
skilled in the art.

What is claimed is:

1. A device, comprising:

sensing units comprising at least two among a microphone

detecting a user’s voice, a camera detecting the user’s
gesture motion, and a communication unit detecting a
communication signal of at least one external device and
configured to detect multiple control commands; and

a controller configured to:

receive the multiple control commands through the
sensing units, the multiple control commands being
detected from different sensing units;

determine whether the received multiple control com-
mands are compatible based on a current state of the
device and a predetermined sets of control com-
mands;

simultaneously execute multiple functions correspond-
ing to the multiple control commands when the mul-
tiple control commands are compatible; and

selectively execute one function corresponding to a con-
trol command selected from the multiple control com-
mands according to a predetermined criterion when
the multiple control commands are incompatible,
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wherein the multiple control commands include a first
control command detected through a first sensing unit
and a second control command detected through a
second sensing unit, the second sensing unit being
different from the first sensing unit, and

wherein the multiple functions are independent each
other.

2. The device of claim 1, wherein the controller determines
that the first control command and the second control com-
mand cannot be carried out simultaneously when a display
state indicating control operation due to the first control com-
mand is changed as a control signal due to the second control
command is generated.

3. The device of claim 1, wherein the controller determines
that the first control command and the second control com-
mand cannot be carried out simultaneously when the particu-
lar control command corresponds to at least one of a hovering
control command for pointers indicating the first control
command and the second control command;

a control command for changing a menu hierarchy dis-

played;

a control command for selecting a displayed menu; and

a control command for selecting the same object.

4. The device of claim 1, wherein the communication unit
detects at least one from among a communication signal from
a 3D pointing device detecting a motion in 3D space, a com-
munication signal from an infrared ray-based remote control-
ler, and a communication signal from a mobile terminal.

5. The device of claim 1, wherein the predetermined crite-
rion is determined according to a priority of an entity which
generates the first control command and the second control
command.

6. The device of claim 5, wherein the entity which gener-
ates the first control command and the second control com-
mand corresponds to at least one among a user’s gesture
motion, the user’s voice, a 3D pointing device, an infrared
remote controller, and a mobile terminal.

7. The device of claim 1, wherein the controller generates
the display signal based on the second control command
when receiving of the first control command is suspended
while the second control command is received.

8. The device of claim 1, wherein the predetermined crite-
rion is determined based on a time point at which the first
control command and second control command are gener-
ated.

9. The device of claim 1, wherein the predetermined crite-
rion is determined based on whether an entity which gener-
ates the first control command and the second control com-
mand is directed toward the device’s position.

10. The device of claim 1, wherein the first control com-
mand is a control command for selecting a menu and the
second control command is a control command for adjusting
a volume, and

wherein the controller simultaneously executes two func-

tions to select the menu and to adjust the volume when
the controller determine that both the first control com-
mand and the second command are compatible.

11. The device of claim 1, wherein the first control com-
mand is a control command for hovering of a pointer and the
second control command is a control command for adjusting
a volume, and

wherein the controller simultaneously executes two func-

tions for the pointer to hover over a screen and to adjust
the volume when the controller determine that both the
first control command and the second command are
compatible.
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12. A device, comprising:
sensing units comprising at least two among a microphone
detecting a user’s voice, a camera detecting the user’s
gesture motion, and a communication unit detecting a
communication signal of at least one external device and
configured to detect multiple control commands;
the communication unit comprising at least one of a wire-
less communication module and a wired communica-
tion module; and

a controller configured to:

receive the multiple control commands through the
sensing units, the multiple control commands being
detected from different sensing units;

determine whether the received multiple control com-
mands are compatible based on a current state of the
device and a predetermined sets of control com-
mands;

simultaneously execute multiple functions correspond-
ing to the multiple control commands when the mul-
tiple control commands are compatible; and

selectively execute one function corresponding to a con-
trol command selected from the multiple control com-
mands according to a predetermined criterion when
the multiple control commands are incompatible,

wherein the multiple control commands include a first
control command detected through a first sensing unit
and a second control command detected through a
second sensing unit, the second sensing unit being
different from the first sensing unit, and

wherein the multiple functions are independent each
other.

13. The device of claim 12, wherein the communication
unit detects at least one from among a communication signal
from a 3D pointing device detecting a motion in 3D space, a
communication signal from an infrared ray-based remote
controller, and a communication signal from a mobile termi-
nal.

14. The device of claim 12, wherein the predetermined
criterion is determined according to a priority of an entity
which generates the first control command and the second
control command.
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15. A method for controlling a device, comprising:

receiving multiple control commands through the sensing

units, the multiple control commands being detected
from different sensing units;
determining whether the received multiple control com-
mands are compatible based on a current state of the
device and a predetermined sets of control commands;

simultaneously executing multiple functions correspond-
ing to the multiple control commands when the multiple
control commands are compatible; and

selectively executing one function corresponding to a con-

trol command selected from the multiple control com-
mands according to a predetermined criterion when the
multiple control commands are incompatible,

wherein the multiple control commands include a first

control command detected through a first sensing unit
and a second control command detected through a sec-
ond sensing unit, the second sensing unit being different
from the first sensing unit, and

wherein the multiple functions are independent each other.

16. The controlling method of claim 15, wherein it is deter-
mined that the first control command and the second control
command cannot be carried out simultaneously when a par-
ticular control command corresponds to at least one of a
hovering control command for a pointer displayed; a control
command for changing a menu hierarchy displayed; a control
command for selecting a displayed menu; and a control com-
mand for selecting the same object.

17. The controlling method of claim 15, wherein the pre-
determined criterion is determined according to a priority of
an entity which generates the first control command and the
second control command.

18. The controlling method of claim 15, further comprising
generating the display signal based on the second control
command when receiving of the first control command is
suspended while the second control command is received.

#* #* #* #* #*



