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The present disclosure relates to a network protection
scheme. In one embodiment, there provides a method for
network protection, including the steps of: detecting a switch
indicator in a network; setting a rate limit of storm protection,
which is of a first value, as a second value, the second value
being higher than the first value; and performing a flush
operation of a Forwarding DataBase FDB.
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1
METHODS AND APPARATUS FOR
NETWORK PROTECTION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a National stage of International Appli-
cation No. PCT/CN2012/070460, filed Jan. 17, 2012, which
are hereby incorporated by reference.

TECHNICAL FIELD

The disclosure relates to network protection, and more
particularly, to methods and apparatus for network protection
therefor.

BACKGROUND

Unless otherwise indicated herein, the approaches
described in this section are not prior art to the claims in this
application and are not admitted to be prior art by inclusion in
this section.

Currently, storm protection is usually employed in layer
2/layer 3 Ethernet switches, to avoid excessive bandwidth
consumption due to flooding of unknown-unicast/multicast/
broadcast traffic (broadcast storm). The storm protection
exercises an upper limit for unknown-unicast/multicast/
broadcast traffic respectively on per port and/or Virtual Local
Area Network (VLAN) basis.

However, the MAC learning speed of switch is not in line
rate. Take a typical switch employing ERP (for example,
ERICSSON SP0O1400) as an example, 3 k/'s MAC learning
speed with 256 k dynamic MAC cache space, 256/3=85.3 s is
needed if 256 k MAC involved. Unknown unicast traffic will
be flood within unknown-unicast up limit, so, most packets
are dropped because of storm protection. Even if protection
switch is happened within 50 ms, the real traffic interruption
time is coming to seconds instead of millisecond if related
MAC number need learning is in thousands, since traffic
interruption time is almost near to ERP switching time plus
MAC learning time. A similar problem would arise in the
MPLS-TP network protection and the other network protec-
tion methods employing storm protection.

SUMMARY

The present disclosure proposes a method and apparatus
for network protection.

In an aspect of the disclosure, there is provided a method
for network protection, including the steps of: detecting a
switch indicator in a network; setting a rate limit of storm
protection, which is of a first value, as a second value, the
second value being higher than the first value; and performing
a flush operation of a Forwarding DataBase FDB.

Alternatively, the method further includes: starting a timer
when the rate limit is set as the second value, wherein the rate
limit is set back to the first value when the timer expires.

Alternatively, duration of the timer may be calculated
based on a number of MAC needed to be learned, MAC
learning speed, and protection switch time.

Alternatively, the method further includes: locking setting
of the rate limit from being manually operated before setting
the rate limit as the second value; and unlocking the setting of
the rate limit after the rate limit is set back to the first value.

Alternatively, the network protection is an Ethernet Ring
Protection ERP or Multi-Protocol Label Switching-Transport
Profile MPLS-TP protection.

10

15

20

25

30

35

40

45

50

55

60

65

2

Alternatively, the switch indicator is a link failure indica-
tor, a node failure indicator, an Operation Administration and
Maintenance OAM indicator, an operator command, or a
recovery event.

Alternatively, the second value is in a range of 50%-90%.

In another aspect of the disclosure, there is proposed an
apparatus for network protection, including: a detecting unit
configured to detect a switch indicator in a network; a setting
unit configured to set a rate limit of storm protection, which is
of a first value, as a second value, the second value being
higher than the first value; and a flushing unit configured to
perform a flush operation of a Forwarding DataBase FDB.

Alternatively, the apparatus further includes a timer con-
figured to start when the rate limit is set as the second value,
wherein the setting unit is further configured to set the rate
limit back to the first value when the timer expires.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects, features and advantages of the
present disclosure will be clearer from the following detailed
description about the non-limited embodiments of the present
disclosure taken in conjunction with the accompanied draw-
ings, in which:

FIG. 1 is a flowchart illustrating a method for network
protection according to an embodiment of the present inven-
tion;

FIG. 2 illustrates schematically an ERP state;

FIG. 3 illustrates schematically a signaling diagram illus-
trating a method for handling a single link failure in an Eth-
ernet ring according to an embodiment of the present appli-
cation;

FIG. 4 illustrates schematically the logical architecture of
the protection switching control for MPLS-TP 1:1 line pro-
tection;

FIG. 5 illustrates a signaling diagram of a method for
handling a single link failure in a MPLS-TP 1:1 line protec-
tion employing storm protection according to an embodiment
of the present application; and

FIG. 6 is a block diagram illustrating an apparatus for
network protection according to an embodiment of the
present invention.

DETAILED DESCRIPTION OF EMBODIMENTS

Various embodiments of the present disclosure are now
described with reference to the drawings, wherein like refer-
ence numerals are used to refer to like elements throughout.
In the following description, numerous specific details are set
forth for purposes of explanation, in order to provide a thor-
ough understanding of one or more embodiments. It will be
evident to one of ordinary skill in the art, however, that some
embodiments of the present disclosure may be implemented
or practiced without one or more of these specific details. In
other instances, well-known structures and devices are shown
in block diagram form in order to facilitate describing
embodiments.

Reference is now made to FIG. 1, which is a flowchart
illustrating a method for network protection 100 according to
an embodiment of the present invention. The method 100 can
be carried out by a node, which may be any node in a network
employing storm protection. By way of a non-limiting
example, the network may be a packet-based network, such as
an Ethernet or a MPLS-TP network, and the network protec-
tion may be an ERP or MPLS-TP protection, especially
MPLS-TP line protection.
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In step S110, the node detects a switch indicator in the
network. By way of a non-limiting example, the switch indi-
cator may be a link failure indicator, a node failure indicator,
an Operation Administration and Maintenance (OAM) indi-
cator, an operator command, or a recovery event.

In step S120, the node sets a rate limit of storm protection,
which is of a first value, as a second value, and the second
value is higher than the first value. In general, the first value is
usually 10% in default. As a non-limiting example, the second
value may be in a range of 50%-90%.

In step S130, the node performs a flush operation ot a FDB
in step S130.

It shall be noted that the method as noted above is not
limited to the above sequence, and various other sequences
may be applied therein. For example, step S120 may be
performed after step S130, simultaneously with step S130, or
during step S130.

By way of a non-limiting example, the method 100 may
further include starting a timer when the rate limit is set as the
second value, wherein the rate limit is set back to the first
value when the timer expires.

For example, duration of the timer may be calculated based
on some parameters or factors, such as the number of MACs
needed to be learned, MAC learning speed, and protection
switch time. Also, the duration may be configurable, for
example by a system administrator during an initial configu-
ration phase.

By way of a non-limiting example, the method 100 may
further include locking setting of the rate limit from being
manually operated before setting the rate limit as the second
value (not shown), so as to prevent for example system
administrator from changing the setting of the rate limit.
Correspondingly, the method 100 may further include
unlocking the setting of the rate limit after the rate limit is set
back to the first value (not shown).

In the following, the present application will be described
in detail by taking ERP as an example.

FIG. 2 illustrates schematically an ERP state, where an
Ethernet ring 200 including six ring nodes A-F connected to
each other.

When a link failure occurs, for example a link 210 between
ring node C and ring node D, ring node C and ring node D
block ports 220 and 230 for the failed link 210, and send a
switch indicator, i.e. aRing-APS (R-APS) Signal Failure (SF)
message, to indicate the link failure. The SF messages are
circulated around the Ethernet ring 200 through a Ring APS
channel (not shown). When RPL, Owner node A and RPL
Partner node F receive such a message, they unblock the ports
240 and 250 to a Ring Protection Link (RPL).

When a link failure is restored, for example, if the link
failure between ring node C and ring node D in FIG. 2 disap-
pears, then ring node C and ring node D keep port 220 and
port 230 blocked, and send out R-APS No Failure message.
The messages are circulated around the Ethernet ring 200
through Ring APS channel. When RPL. Owner node A and
RPL Partner node F receive this message, they block the ports
240 and 250 to RPL and RPL Owner node A sends out R-APS
Blocking messages. Ring node C and ring node D unblock the
port 220 and 230 when they receive the R-APS Blocking
messages from ring node A. Now the ERP ring 200 is back to
the normal state.

With FIG. 2 in mind, a signaling diagram illustrating a
method for handling a single link failure in an Ethernet ring
according to an embodiment of the present application is
shown in FIG. 3. The signaling process as illustrated in FIG.
3 mainly includes a normal state (involving states 310 and
320), where protection has not been employed, and a protec-
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tion state (involving states 330-380). In FIG. 3, each node has
two ports, denoted as 0 and 1, respectively. For example, “F,
1” indicates port 1 of ring node F.

At state 310, the Ethernet ring 200 operates in a normal
state where no link failure has occurred. The Ring Protection
Link (RPL) blocking is provided by R-APS channel or port
blocking at both ends of the RPL.

At state 320, a single link failure occurs between ring node
C and ring node D.

At state 330, ring node C detects the link failure event and
after respecting the holdoff time, and blocks the failed R-APS
channel or port. At this time, ring node C may change the
storm protection setting, for example by setting the unknown-
unicast rate limit of the storm protection from a default value
to a higher value. Usually, the default value is 10%, and the
higher value may be a value from the range of 50%-90%.
Then, ring node C performs the FDB flush. There are similar
actions occurring at ring node D.

By way of a non-limiting example, ring node C and ring
node D may start a timer for a period, during which the
unknown-unicast rate limit of the storm protection setting is
being the higher value. For example, duration of the timer
may be calculated based on a number of MACs needed to be
learned, MAC learning speed, and protection switch time.
Also, the duration may be configurable, for example by a
system administrator during an initial configuration phase.

By way of a non-limiting example, ring node C and ring
node D may lock setting of the rate limit from being manually
operated, for example by system administrator, before setting
the rate limit as the second value, so as to prevent the storm
protection setting from being manually changed. Corre-
spondingly, ring node C and ring node D may further unlock
the setting of the rate limit after the rate limit is set back to the
first value.

At state 340, ring node C and ring node D periodically send
aR-APS Signal Failure (SF) message, on both ring ports (i.e.,
port 220 and port 230), as long as the single link failure
persists.

At state 350, all Ethernet Ring Nodes receiving R-
APS (SF) messages lock storm protection setting, set
unknown-unicast rate limit to 50%-90%, start unknown-uni-
cast-limit_tuning_timer and perform the FDB flush, respec-
tively. For example, when RPL, Owner Node A or RPL Part-
ner Node F receives an R-APS (SF) message, they unblock
respective end of the RPL, lock storm protection setting, set
unknown-unicast rate limit to 50%-90%, start unknown-uni-
cast-limit_tuning_timer and perform the FDB flush.

It should be noted that the sequence of setting unknown-
unicast rate limit to 50%-90%, starting unknown-unicast-
limit_tuning_timer and performing the FDB flush is not lim-
ited to that noted above. Instead, setting unknown-unicast rate
limit to 50%-90% and starting unknown-unicast-limit_tun-
ing_timer may be performed after, simultaneously with, or
during the step of performing the FDB.

At state 360, all Ethernet Ring Nodes receiving a second
R-APS (SF) message perform the FDB flush again due to the
Node ID and BPR-based mechanism.

At state 370, Stable SF condition—R-APS (SF) messages
keep circulating around the ring in period Further R-APS (SF)
messages trigger no further action.

Then, all Ethernet Ring Nodes set unknown-unicast up
limit back to a default value (10% for example) once
unknown-unicast-limit_tuning_timer time out.

Furthermore, the storm protection setting would be
unlocked after the unknown-unicast rate limit is set back to its
default value such as 10%. It should be noted that the number
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range of 50%-90% here is just an example, and it may be any
other percentage higher than the corresponding default value,
such as 90%-100%.

It should be noted that although the exemplary method
above is described for single link failure event, the method
may be similarly applied for other link failure events or recov-
ery events. For example, in case of a single link failure recov-
ery event occurring between ring nodes C and D, ring nodes
C and D may detect the recovery event, start the guard timer
which prevents the reception of R-APS messages and send
out R-APS (NR) messages. When RPL. Owner node A
receives this message, the WTR timer is started. Ring node D
may receive the new R-APS (NR) message with higher Node
ID (from ring node C) and unblock non-failed ring port. At
expiration of the WTR timer, RPL. Owner node A blocks the
port to RPL, sends R-APS (NR, RB) messages, changes
respective storm protection setting, and then flushes FDB.
Ring node C receiving an R-APS (NR, RB) message
unblocks the non-failed ring port and stops sending R-APS
(NR) messages. On the other hand, when RPL Partner node F
receives an R-APS (NR, RB) message, it blocks the port to
RPL. In additional, ring nodes B and F change respective
storm protection setting, and then flush FDB upon receiving
an R-APS (NR, RB) message. After that, the ERP ring is back
to the normal state.

In addition to the above link failure event (i.e., link failure
indicator) and the recovery event, other switch indicators for
which the method described above may be implemented, may
include a node failure indicator, an Operation Administration
and Maintenance OAM indicator, or an operator command.

The number of MAC addresses to be learned has obvious
impact on traffic interruption time because of protection
switch. If the number of MAC addresses to be learned comes
to thousands, the recovery time is in seconds instead of mil-
lion seconds. Taking a typical switch with default unknown-
unicast rate limit (10%) as an example:

if there are 2 MAC addresses to be learned, the traffic

interruption time is about 150 ms; and

if there are 2 k MAC addresses to be learned, the traffic

interruption time comes to several seconds.

With the above method of the present application, still
taking a typical switch with same setting but has the solution
implemented as an example:

if there are 2 MAC addresses to be learned, the traffic

interruption time is about 150 ms; and

if there are 2 k MAC addresses to be learned, the traffic

interruption time is close to 150 ms.

Consequently, by setting the limit rate of the storm protec-
tion as a higher value, the present application may reduce the
amount of dropped packets during the MAC learning, thereby
alleviating or eliminating impact of packet drop during the
MAC learning and enabling the traffic interruption time to be
smaller and come close to ERP switching time during the
MAC learning.

In the following, the present application will be described
in detail by taking MPLS-TP 1:1 line protection as an
example.

FIG. 4 illustrates schematically the logical architecture of
the protection switching control for MPLS-TP 1:1 line pro-
tection (see Reference 1).

As shown in FIG. 4, the Local Request logic unit accepts
the triggers from the OAM, external operator commands,
from the local control plane (when present), and the Wait-to-
Restore timer. By considering all of these local request
sources, the Local Request logic unit determines the highest
priority local request. This high-priority request is passed to
the Protection Switching Control (PSC) Control logic, which
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will cross-check this local request with the information
received from the far-end Label Edge Router (LER). The PSC
Control logic uses this input to determine what actions need to
be taken, e.g. local actions at the LER, or what message
should be sent to the far end LER, and the current status of the
protection domain. It should be noted that FDB flushing and
MAC learning is not directly displayed since they do not
belong to MPLS protection switching logic (PSLO).

FIG. 5 illustrates a signaling diagram of a method for
handling a single link failure in a MPLS-TP 1:1 line protec-
tion employing storm protection according to an embodiment
of the present application. The bold line is denoted as a
working path, the broken line is denoted as a protection path,
and the solid lines are denoted as physical links.

As shown in FIG. 5, when a single link failure occurs
between LER-A and LER-B, LER-A and LER-B block the
previous working path. At this time, LER-A and LER-B may
firstly lock setting of the rate limit from being manually
operated, for example by system administrator, then change
respective storm protection setting, for example setting
respective unknown-unicast rate limit of the storm protection
setting from a default value, which is usually 10%, to a higher
value such as 50%-90%. Then, LER-A and LER-B may start
a timer for a period, during which the unknown-unicast rate
limit of the storm protection setting is being the higher value,
and perform the FDB flush. After performing the FDB flush,
LER-A and LER-B may switch to the protection path. More-
over, Correspondingly, LER-A and LER-B may further
unlock the setting of the rate limit after the rate limit is set
back to the original value.

It should be noted that the steps of changing the unknown-
unicast rate limit of the storm protection setting and starting a
timer may be performed after, simultaneously with, or during
the FDB flush.

Although FIGS. 4 and 5 are based on MPLS-TP 1:1 line
protection, the techniques described herein can be applied to
various other MPLS-TP scenarios, such as MPLS-TP ring
protection.

FIG. 6 is a block diagram illustrating an apparatus for
network protection 600 according to an embodiment of the
present invention. By way of a non-limiting example, the
network protection may be an Ethernet Ring Protection ERP
or Multi-Protocol Label Switching-Transport Profile MPLS-
TP protection.

As shown in FIG. 6, the apparatus 600 according to the
embodiment of the present invention includes a detecting unit
610, a setting unit 620, a flushing unit 630, a timer 640, a
locking unit 650, and an unlocking unit 660. The timer 640,
the locking unit 650, and the unlocking unit 660 are optional
and denoted in dotted lines as shown in FIG. 6.

The detecting unit 610 is configured to detect a switch
indicator in a network. By way of a non-limiting example, the
switch indicator may be a link failure indicator, a node failure
indicator, an Operation Administration and Maintenance
OAM indicator, an operator command, or a recovery event.

The setting unit 620 is configured to set a rate limit of storm
protection, which is of a first value, as a second value, the
second value being higher than the first value. The first value
isusually 10%. By way of a non-limiting example, the second
value may be in a range of 50%-90%. By way of another
non-limiting example, the second value may be in a range of
90%-100%.

The flushing unit 630 is configured to perform a flush
operation of a Forwarding DataBase (FDB).

The timer 640 is configured to start when the setting unit
610 sets the rate limit as the second value.
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By way of a non-limiting example, the setting unit 620 may
be further configured to set the rate limit back to the first value
when the timer 640 expires.

For example, duration of the timer 640 may be calculated
based on a number of MAC needed to be learned, MAC
learning speed, and protection switch time. Alternatively, the
duration may be configurable.

The locking unit 650 is configured to lock setting of the rate
limit from being manually operated, for example by system
administrator, before the setting unit 610 sets the rate limit as
the second value. The unlocking unit 660 is configured to
unlock the setting of the rate limit after the setting 610 sets the
rate limit back to the first value.

It should be noted that two or more different units in this
disclosure may be logically or physically combined. For
example, the locking unit 650 and the unlocking unit 660 may
be combined as one unit.

According to this embodiment of the present application,
the present application may reduce the amount of dropped
packets during the MAC learning, thereby alleviating or
eliminating impact of packet drop during the MAC learning
and enabling the traffic interruption time to be smaller and
come close to ERP switching time during the MAC learning.

Other arrangements of the present disclosure include soft-
ware programs performing the steps and operations of the
method embodiments, which are firstly generally described
and then explained in detail. More specifically, a computer
program product is such an embodiment, which includes a
computer-readable medium with a computer program logic
encoded thereon. The computer program logic provides cor-
responding operations to provide the above described net-
work protection scheme when it is executed on a computing
device. The computer program logic enables at least one
processor of a computing system to perform the operations
(the methods) of the embodiments of the present disclosure
when it is executed on the at least one processor. Such
arrangements of the present disclosure are typically provided
as: software, codes, and/or other data structures provided or
encoded on a computer-readable medium such as optical
medium (e.g., CD-ROM), soft disk, or hard disk; or other
mediums such as firmware or microcode on one or more
ROM or RAM or PROM chips; or an Application Specific
Integrated Circuit (ASIC); or downloadable software images
and share database, etc., in one or more modules. The soft-
ware, hardware, or such arrangements can be mounted on
computing devices, such that one or more processors in the
computing device can perform the technique described by the
embodiments of the present disclosure. Software process
operating in combination with e.g., a group of data commu-
nication devices or computing devices in other entities can
also provide the nodes and host of the present disclosure. The
nodes and host according to the present disclosure can also be
distributed among a plurality of software processes on a plu-
rality of data communication devices, or all software pro-
cesses running on a group of mini specific computers, or all
software processes running on a single computer.

There is little distinction left between hardware and soft-
ware implementations of aspects of systems; the use of hard-
ware or software is generally (but not always, in thatin certain
contexts the choice between hardware and software can
become significant) a design choice representing cost vs.
efficiency tradeoffs. There are various vehicles by which pro-
cesses and/or systems and/or other technologies described
herein can be effected (e.g., hardware, software, and/or firm-
ware), and that the preferred vehicle will vary with the context
in which the processes and/or systems and/or other technolo-
gies are deployed. For example, if an implementer determines
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that speed and accuracy are paramount, the implementer may
opt for a mainly hardware and/or firmware vehicle; if flex-
ibility is paramount, the implementer may opt for a mainly
software implementation; or, yet again alternatively, the
implementer may opt for some combination of hardware,
software, and/or firmware.

The foregoing description gives only the embodiments of
the present disclosure and is not intended to limit the present
disclosure in any way. Thus, any modification, substitution,
improvement or like made within the spirit and principle of
the present disclosure should be encompassed by the scope of
the present disclosure.

ABBREVIATIONS

ERP Ethernet Ring Protection

FDB Forward Database

LER Label Edge Router

LSR Label Switch Router

MAC Media Access Control

MPLS-TP Multi protocol Label Switching-Transport Pro-
file

OAM Operation Administration and Maintenance

PSC Protection Switching Control

PSLO MPLS protection switching logic

PW PseudoWire

R-APS Ring Automatic Protection Switching

R-APS (NR) R-APS (No Request)

R-APS (NR, RB) R-APS (No Request, RPL Blocked)

RPL Ring Protection Link

SF Signal Failure

VLAN Virtual Local Area Network

VPLS Virtual Private LAN Service

WTR Waiting to Restore

REFERENCES

[1] MPLS Transport Profile (MPLS-TP) Linear Protection
RFC 6378 Available: http://datatracker.ietf.org/doc/
rfc6378/

We claim:

1. A method for network protection, comprising the steps
of:

detecting a switch indicator in a network;

setting a rate limit of storm protection, which is of a first

value, as a second value, the second value being higher
than the first value; and

performing a flush operation of a Forwarding DataBase

(FDB).

2. The method according to claim 1, further comprising:

starting a timer when the rate limit is set as the second

value, wherein the rate limit is set back to the first value
when the timer expires.

3. The method according to claim 2, wherein the timer has
a duration calculated based on at least one of a number of
media access control (MAC) addresses needed to be learned,
MAC learning speed, and protection switch time.

4. The method according to claim 1, further comprising:

locking setting of the rate limit from being manually oper-

ated before setting the rate limit as the second value; and
unlocking the setting of the rate limit after the rate limit is
set back to the first value.

5. The method according to claim 1, wherein the network
protection is an Ethernet Ring Protection (ERP) or Multi-
Protocol Label Switching-Transport Profile (MPLS-TP) pro-
tection.
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6. The method according to claim 1, wherein the switch
indicator is one of a link failure indicator, a node failure
indicator, an Operation Administration and Maintenance
(OAM) indicator, an operator command, and a recovery
event.

7. The method according to claim 1, wherein the second
value is in a range of 50%-90%.

8. A non-transitory computer-readable storage medium
having computer-readable instructions to facilitate network
protection in a network equipment that are executable by a
computing device to carry out operations, the operations
comprising:

detecting a switch indicator in a network;

setting a rate limit of storm protection, which is of a first
value, as a second value, the second value being higher
than the first value; and

performing a flush operation of a Forwarding DataBase
(FDB).

9. An apparatus for network protection, comprising:

a detecting unit configured to detect a switch indicator in a
network;

a setting unit configured to set a rate limit of storm protec-
tion, which is of a first value, as a second value, the
second value being higher than the first value; and

a flushing unit configured to perform a flush operation of a
Forwarding DataBase (FDB).

10. The apparatus according to claim 9, further comprising

a timer configured to start when the rate limit is set as the
second value, wherein the setting unit is further configured to
set the rate limit back to the first value when the timer expires.

11. The apparatus according to claim 10, wherein the timer
has a duration calculated based on at least one of a number of
media access control (MAC) addresses needed to be learned,
MAC learning speed, and protection switch time.

12. The apparatus according to claim 9, wherein the appa-
ratus further comprising:

a locking unit configured to lock setting of the rate limit

from being manually operated before setting the rate
limit as the second value; and
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an unlocking unit configured to unlock the setting of the

rate limit after the rate limit is setback to the first value.

13. The apparatus according to claim 9, wherein the net-
work protection is an Ethernet Ring Protection (ERP) or
Multi-Protocol Label Switching-Transport Profile (MPLS-
TP) protection.

14. The apparatus according to claim 9, wherein the switch
indicator is one of a link failure indicator, a node failure
indicator, an Operation Administration and Maintenance
(OAM) indicator, an operator command, and a recovery
event.

15. The apparatus according to claim 9, wherein the second
value is in a range of 50%-90%.

16. The non-transitory computer-readable storage medium
of claim 8, the operations further comprising:

starting a timer when the rate limit is set as the second

value, wherein the rate limit is set back to the first value
when the timer expires.

17. The non-transitory computer-readable storage medium
of claim 8, wherein the timer has a duration calculated based
on at least one of a number of media access control (MAC)
addresses needed to be learned, MAC learning speed, and
protection switch time.

18. The non-transitory computer-readable storage medium
of claim 8, the operations further comprising:

locking setting of the rate limit from being manually oper-

ated before setting the rate limit as the second value; and
unlocking the setting of the rate limit after the rate limit is
set back to the first value.

19. The non-transitory computer-readable storage medium
of claim 8, wherein the network protection is an Ethernet
Ring Protection (ERP) or Multi-Protocol Label Switching-
Transport Profile (MPLS-TP) protection.

20. The non-transitory computer-readable storage medium
of claim 8, wherein the switch indicator is one of a link failure
indicator, a node failure indicator, an Operation Administra-
tion and Maintenance (OAM) indicator, an operator com-
mand, and a recovery event.

#* #* #* #* #*



