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1
SYSTEM AND METHOD FOR CATCHING
TOP HOSTS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a United States National Phase applica-
tion of PCT/CN2010/070553 filed Feb. 5, 2010 that claims
the benefit of U.S. Provisional Application No. 61/150,698
filed on Feb. 6, 2009, of which the contents are incorporated
herein by reference in its entirety.

TECHNICAL FIELD

The present application relates to a system and a method
for catching top hosts in the network.

BACKGROUND

Efficiently and accurately identifying hosts that are spread-
ing the largest amount of flows during an interval of time is
very important for managing a network and studying host
behaviors on application level, ranging from detecting DDoS
attack, worm propagation, peer-to-peer hot spots and flash
crowds. No previous work has been able to efficiently and
accurately identify the top spreaders at very high link speed,
for example, 10 to 40 Gbps.

Considering the case of finding hosts who are spreading a
large amount of flows, FIG. 1 shows a scenario: hosts in a
local ISP network communicate with other hosts in the global
Internet through a high speed link. As shown, host; is com-
municating with a lot of hosts, and may be a very popular web
server, or may be initiating or under DDoS attack. It is
required to quickly and efficiently identify such kind of hosts
in a network, and know how severe the situation is.

There has been a lot of works on measurement of traffic
statistics for network management, security, and its evolve-
ment. The size distribution and matrices of flows from the
hosts may help a network to provide and engineer traffic
thereof. Finding flows that have a large number of packets is
useful in billing and accounting. It has also been shown that
flow level communication patterns may further reveal appli-
cation level behaviors of each host.

Typically, flows of small sizes are more interesting to secu-
rity related problems. For example, a host scanning a port or
address typically sends only a very small number of packets
to each victim, to keep the overhead small and lower the
chance to be detected. A SYN flood DDoS attack typically
contains only one SYN packet in each attack flow, and the
acknowledged ACK packets are ignored. A newly exposed
TCP attack uses many low rate TCP sessions to exhaust
resources of the victim, and during a small interval, these TCP
flows can also be viewed as small flows. P2P applications
tend to contact some servers or other peers to exchange con-
trol information in a periodical fashion, and such control
messages typically contain a small number of packets.

Currently, there are some problems of detecting super hosts
with small flows in the field.

SUMMARY

In one aspect, a system for catching top hosts from a
plurality of hosts may comprise:

a filter configured to sample flows from the hosts and
remove the flows that not satisfying a first constraint;

a tracker configured with a data structure for recording a
first estimated flow count for each host and configured to
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2

determine a first set of hosts from the plurality ofhosts in term
of the estimated flow count; and

an estimator configured to determine a second estimated
flow count for each of the determined hosts and select a
second set of hosts from the determined hosts based on the
second estimated flow count.

In the other aspect, a method for catching top hosts from a
plurality of hosts may comprise:

sampling a plurality of packets from the hosts during a
determined interval of time;

determining a difference between a count and a count error
for each of the hosts based on the sampled packets;

ranking the hosts based on the determined difference to
identify a first set of hosts in the ranked hosts;

estimating a flow count for each of the first set of hosts; and

selecting a second set of hosts from the first set of hosts as
the top hosts based on the estimating.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram illustrating a communication scenario
for hosts in the prior art;

FIG. 2 is a block diagram schematically illustrating the
system architecture according to one embodiment of the
application;

FIG. 3 is a block diagram schematically illustrating the
filter of FIG. 2 according to one embodiment of the applica-
tion;

FIG. 4 is a block diagram schematically illustrating the
tracker of FIG. 2 according to one embodiment of the appli-
cation;

FIG. 5 schematically illustrates a data structure of system
of FIG. 2 according to one embodiment of the application;

FIG. 6 is a diagram illustrating a typical scenario for the
using of the filter of FIG. 2;

FIG. 7 is a block diagram schematically illustrating the
estimator of FIG. 2 according to one embodiment of the
application;

FIG. 8 is a block diagram schematically illustrating the
flowchart of updating the estimator of FIG. 2 according to one
embodiment of the application;

FIG. 9 is a block diagram schematically illustrating the
flowchart of the singleton flow count estimation algorithm
according to one embodiment of the application.

FIG. 10 is another diagram illustrating a typical scenario
for the using of the filter of FIG. 2;

FIG. 11 illustrates a mapping of the counters in the filter
according to one embodiment of the application; and

FIG. 12 illustrates a permutation of the counters in the
estimator as shown in FIG. 5.

DETAILED DESCRIPTION

Hereinafter, a detailed description of implementations will
be given with reference to the appended drawings and
embodiments.

For the purpose of description, the following definitions
are given first.

A scanner is defined as a host or a port on a host, acting as
a “user” that is communicating with other hosts or ports. In
the application, there is almost no difference when handling
the two situations, except whether the user ID comes from the
IP address or the IP address together with the port number.
Hereinafter, the former case is used to discuss the embodi-
ment of the application.

A flow is defined as a combination of fields in a packet, for
example, IP address, port, TCP flags, or even packet content.



US 9,112,771 B2

3

Different applications may have interests in different fields,
and the unique combination of these fields forms a flow ID. In
the application, the flows of size i are considered, where i is a
small integer. Such flows are referred as small flows. For ease
of discussion, the flows of size 1, as referred as singleton
flows, are used to describe the embodiments of the applica-
tion.

A scanner or user is super in terms of the number of its
singleton flows. A scanner or user is top if and only if its
singleton flow count is above a threshold. Although finding all
users with singleton flow counts above a threshold can be
useful, in practice, it is hard to find an appropriate threshold to
classify the users. For example, given a threshold, there are
often either too many or too few users. Only considering
ranking based top users may suffer that, from another point,
no meaningful results exist at all if all users only have a small
number of singleton flows. So, in the application, these two
conditions are combined together, and the exact value of a
threshold is less important.

FIG. 2 schematically illustrates a system 1000 for deter-
mining top hosts according to an embodiment of the applica-
tion. As shown, the system 1000 comprises a filter 10, a
tracker 20 and an estimator 30. The filter 10 is configured to
sample flows from a plurality of hosts and remove the flows
not satisfying a first constraint during a determined interval of
time, which will be discussed hereinafter. The tracker 20 is
configured with a data structure for recording a first estimated
flow count for each of the hosts and configured to determine
a first set of hosts (for example, the top-2k hosts) from the
plurality of hosts in term of the estimated flow count. The
estimator 30 is configured to determine a second estimated
flow count for each of the determined hosts and select a
second set of hosts (for example, the top-k hosts) from the
determined hosts based on the determined second flow
counts. k is a small number, e.g. 10 or 20, which is most useful
for network management and security.

1. Filter 10

As shown in FIG. 3, the filter 10 is configured with a
sampling unit 101, a determining unit 102 and an accounting
unit 103. The sampling unit 101 operates to sample the arrival
packets and to calculate a value of V -based on the flow ID fof
the packets by the following equation:

V=h(f) 1)

Where h( ) is a uniform hash function that may calculate,
for example, a hash result of 32 bits.

A plurality of counters are arranged in the accounting unit
103 and are represented mathematically as an array c[1 ... m],
where each counter has two bits. The determining unit 102
operates to determine whether the calculated Vis less than a
predetermined sampling threshold T,. If yes, this packet is
sampled and then the accounting unit 103 checks whether the
array c[1 ... m] should be updated, which will be discussed in
detailed as below. If no, this packet is discarded. If the
intended sampling rate is r and the output range ofh( ) is from
1 to H, then T, should be set to rH, such that one out of 1/r
flows is sampled. The sampling rate r should be inversely
proportional to the link speed. For example, on high speed
links such as OC768, r can be set to Vis, while on links with
speed of or less than OC48, r can be set to 1.

Atbeginning of the sampling, all counters of ¢[1 ... m] are
set to be zero, so that each counter in array c[1 . . . m| may
record up to three. Packets of the same flow f are mapped to
the same position 1=h,,(f), where h,,( ) can calculate a hash
result in the range from 1 to m, and can be a prefix of h( ) in
implementation. The element e[l] is used to record the num-
ber of packets already mapped to this position. In particular,
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we use ¢, to represent the counters in the filter 10 when seeing
the t-th sampled packet and assuming the packet is from host
s. If ¢ [1]=1, then the accounting unit 103 sets c,, ,[1]=c[1]+1.

When considering small flows of no more than q packets,
the accounting unit 103 sets c,,,[1]=c,[1]+1 when ¢ [l]=q, and
each counter needs at least [ log,(q+2)] bits where [x] means
the smallest integer no smaller than x.

2. Tracker 20

Referring to FIG. 4, the tracker 20 maintains a hash table
201 and a min-heap 202. The key of a node in the hash table
201 is host ID (i.e. parameter s), and the value of a node in the
hash table 201 is the corresponding position of the node in the
min-heap 202. As shown in FIG. 5, a node in the min-heap
202 has three fields, its host ID, its count (not necessary to be
an integer), and its possible error of count err. The count and
err of' s in the min-heap 202 act as a coarse estimation for the
flow count of s. In the min-heap 202, at most z nodes are kept
for z different hosts. The count’s and err’s in the min-heap
202 may also be represented as two arrays count[1 . .. z] and
err[1 . . . z] for efficient implementation.

The counter number z should be set to

2= mis{JAl. [}

where |Al is the number of hosts and n is the total number of
flows, and T is the threshold such that hosts with more than T
singleton flows are considered to be “super”. For each update,
the worst case processing time is O(log z). Since z is very
small, the hash table 201 can be stored in a TCAM with O(1)
performance. For strict time requirement, sampling in the
filtering 10 may reduce processing overhead.

As shown in FIG. 4, the tracker 20 is also provided with a
detecting unit 203 for detecting the change of the counter
values in the accounting unit 103. Specifically, when c[l]
(where 1=h,,(1)) in the accounting unit 103 is changed, the
field of count in the min-heap 202 may be updated accord-
ingly. In particular, for each update for host s triggered by the
filter 10, ifs is not kept in the ID field of the table 201 and the
min-heap 202, the ID with the minimal count (let min be this
value) in the min-heap 202 and table 201 is replaced by s, the
corresponding count in the min-heap 202 is updated as below,
and the corresponding err is set as err,=min. However, if s is
already kept in the ID field of the table 201 and the min-heap
202, only the count of s (that is count,) is updated as below.

When the t-th packet with host ID s and flow ID f arrives,
and ¢ [h,, ()] in the accounting unit 103 is changed,

(yl(l) N 1) 2)

m
If ¢/ [hm =0, counts = count; + —— X | ——
([n(1)] e

Yol2)

m
If c;[hn =1, count; = county — ——
(1] o

where m represents the number of counters in the filter 10,
and y,(t) and y, (t) are the number of counters in ¢, with value
0 and 1 respectively. Herein the value of counts is the flow
count of host s.

Taking FIG. 6 as an example, for the 2-bits counter values,
since only 0 and 1 are useful for estimating singleton flow
count, the application uses 2 to mean any value large than 1,
while 3 is not used. Gray squares represent packets that have
arrived, and squares with characters represent forthcoming
packets. Different gray levels or characters represent different
flows. Although each is the first packet of a flow, A, and E, see
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avalue of 0, but B, and D, see avalue of 1,and C, sees avalue
of 2. As the second packet of a flow, B, will see a value of 2,
but E, will see a value of 1.

When considering small flows that have no more than q
packets, equation 2) should be changed accordingly to:

If ¢,fh,,(f)]=i and i=q, count,=count+U, ,(2) 3)

where U, (t) is determined by i, q, yo(1), - - ., y,(t), m. The
counter in the filter 10 should be at least [ log,(q+2)] bits
where [r] means the smallest integer no smaller than x. The
exact formulas for computing U, (1) are provided as equation
8) in the mathematical proof.

As shown in FIG. 4, the tracker 20 also comprises a select-
ing unit 204. The selecting unit 204 is configured to rank all of
the hosts based on the estimated flow counts, namely
count,’s, in a descending or ascending order. The top-2k hosts
in the ranked hosts are identified by the selecting unit 204 as
potential top spreaders, where k is an integer. Although theo-
retically, k can be selected from 1 to the total number of hosts,
here it only considers the situation where k is a small constant
number, e.g. 10 or 20, when the network management and
security is concerned.

The detailed architecture with data structures for the filter
10 and tracker 20 are shown in FIG. 5, wherein some units
therein are omitted for the purpose of clarity.

3. Estimator 30

The estimator 30 is used to select, for example, top-k hosts
from, for example, the top-2k potential top spreader identified
by the tracker 20. As shown in FIG. 7, the estimator 30
includes a counter 301 configured with wxd counting units (d
columns, each column has w counting units), with each
counting unit represented by 2 bits. All of the counting units
are initialized to zero. Besides the counter 301, the estimator
30 also includes a detecting unit 302, a selecting unit 303 and
an updating unit 304.

The detecting unit 302, the selecting unit 303 and the
updating unit 304 cooperate to update the counting units in
the first counter 301. FIG. 8 illustrates the updating of the first
counter 301 according to one embodiment of the application.
In step S801, when a packet from host s arrives (notice that
different from the filter 10, packets are used with sampling),
the detecting unit 302 operates to detect whether s is tracked
in the tracker 20 and the coarse flow count of's, that is count —
err, in the min-heap 202 of the tracker 20, is above an esti-
mating threshold T,. When the detecting unit 302 detects
count —err, in the min-heap 202 of'the tracker 20 is above T,,
in step S802, it uses for example, 3 hash functions h, (s), h,(s),
h;(s) to select 3 columns of counting units from d columns by
a rule of

columns, =k (s) fori=1to 3 4)

where columns, represents the selected columns of the
counting units where an input parameter is the host ID s. In the
embodiment, for the purpose of illustration, the three col-
umns are denoted as My, y, M5y and M5 .

In step S803, the selecting unit 303 operates to select a row
of counting units from the selected three columns (M, .,
M, - Myy) in the same level. In particular, {=h, (1) is used
to represent the location of row for the selected counting
units, where h, () can calculate a hash result in the range from
1 to w, and can be a prefix of h( ) in implementation. Now the
three counting units M, [1], My, [1], M, ,,[1] are selected.

In step S804, for a new packet from s with flow ID f the
updating unit 304 operates to set the three selected counting
units as below.

Fori=1to3

I My o[l <=1, My o [ =My [17+1 5)
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When considering small flows of no more than q packets,
equation 5) should be changed accordingly to

I My [1] <=4, My [1] =M [17+1 6)

Each counting unit in the estimator 30 should be at least
[ log,(q+2)] bits where [x] means the smallest integer no
smaller than x.

Referring to FIG. 7 again, the estimator 30 may further
comprise an estimating unit 305. The estimating unit 305 is
configured to estimate flow counts of the selected 2k hosts.

FIG. 9 illustrates the estimating processing for the estimat-
ing unit 305. In this exemplified example, consider the three
columns (M, 5, My, (s Mj,,(») that host s is mapped to and
denote them by M,;, M, and M; (S901). Then, in step S902,
M,,, M3, M,; and M, ,; are calculated, where M ,[1]=M,
[T+M, [T, M, (M, [[+M[1], Mo [1I-M,[T+M, 1], and
M, 5 [1]=M, [1]+ M, [1]+M;][1], for 1<l=w. In step S903, deter-
mine whether any one of M, ,, M, ;, M,; and M, ,, overflows
(it overflows if there is no counting unit with value 0). If yes,
we can not use them for estimating, and then in step S904, use
(count,—err,)/r from the tracker 20 as the flow count of host s.
Otherwise, in step S905, a temporarily estimated flow count
St is calculated by a rule of

St=(IM; 1+ 1Mo 1+ |M; |~ 1M 5 1= M 1= Mo 1 +1M 153 1)/3, 7

where IM ,|=wx(#counters in M, with value 1)/(#counters
in M, with value 0) and r is the sampling rate for the sampling
unit 101.

Instep S906, T,/ris added to St, and the result is used as an
estimated flow count for the host s.

When considering small flows with no more than q pack-
ets, equation 7) should be changed accordingly. The exact
formulas for computing IM | and Stare provided as equations
9)~15) in the mathematical proof.

Referring to FIG. 7 again, the estimator 30 may further
comprise an outputting unit 306. The estimating unit 306 is
configured to sort the host IDs in a descending or ascending
order based on the estimated flow counts for the hosts and
selecting top-k hosts from the top-2k hosts.

As mentioned in the above, the counter number z in the
tracker 20 should be set to

2= minflal, [}

where |Al is the number of hosts and n is the total number of
flows, By neglecting time for hash computations and update
ony,andy,, it can be seen that for each sampled flow (1 out
of'1/r), wherer is the rate of sampling, at most two packets can
cause update on the filter 10 and the tracker 20, where each
update needs at most one read and one write on the filter 10,
and 1+log(z) r/w on the tracker 20. And for a small number of
hosts, each packet of them needs one read on the tracker 20
and 3 r/w on the estimator 30. The total memory is 2m+240z+
2dw bits (for small flows with no more than q packets, the
memory required is [ log,(q+2)|m+240z+[ log,(q+2)]dw
bits).

For a practical situation such as n=22° and | A|1=20K, we set
r=Yi6, m=222, c=2000, w=4096 and d=1024, the memory
needed is 1148 KB, which can be affordable in SRAM, and
the update speed can keep up with 40 Gbps. The identified
top-20 scanners are almost always correct, and the flow count
estimation at an average relative error of 3%. Using more
memory can lead to better performance.

More importantly, the system and the algorithms used
therein can perform on very high speed links, with a large
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number of hosts and flows, e.g. 10 Gbps=40 Gbps, 1M flows
and 200K hosts, which is the real situation happening on ISP
backbones.

In case that a host has a very large number of flows (e.g.
more than win(w)), then the estimator 30 may be filled up, and
we just use the counter provided by the tracker 20.

Hereinabove, the systems 1000 and the cooperation for the
components in the systems have been discussed. Now, some
mathematical supports for some of the above equations are
given as below.

1. Mathematical Support for Equation 2) and 3)

We consider an array of in counters, and use y,(t) and c(t)
to explicitly denote the number of counters with value k and
the value of the j-th counter right before the t-th packet arrival,
respectively. As shown in FIG. 10, B,, the t-th packet, sees a
counter value of two. Gray squares represent packets that
have arrived before B,, squares with characters represent
forthcoming packets, and different patterns or characters rep-
resent different flows. For clarity we have omitted the uniform
hash function that maps flows to counters.

First we note that, the counter value that any packet sees is
independent of the arriving order of its preceding packets. We
denote the set of flows by ., and denote the x-th packet of
flow fby f,. We also denote the t-th packet among all packets
by e, which sees value v,, so the event “If& F | e =f ” (abbre-
viated to “e=f, ") means “the t-th packet is the x-th packet of
some flow f, and v,=c,,,4(t). Now we have some theorems
about the probability of this event.

Theorem 1.

The conditional probability that the t-th packet e, sees a
counter value of z, given that e, is the x-th packet of some flow,
is:

0, if z<x-1;
Privi=zle; = fo) =< y/m, if zzx—-1and x=1;

P, if zzx—1and x> 1;

wherey=y,__,(t) is the number of counters with value z—x+1
right before this packet arrives, (y-1)/m=p=(y+1)/m and with
high probability, p=y/m. Particularly, for x=1, that is for the
first packet of each flow, we have Pr(v,=zle,=f, )=y.(t)/m.

Proof of Theorem 1:

(1) Since the preceding x—1 packets belonging to the same
flow as e, map into the same position, z is at least x-1, so the
probability is always zero when z<x-1.

(2) Forx=1, which means e, is the first packet of some flow,
since the position mapping is uniform and is independent of
any proceeding packets, the probability that it sees value z is
just the percentage of counters with value z at that time, that
is, y,(t)=m.

(3) Forx>1, however, the mapping of B, is dependent on B,
and the probability is not simply y_(t)/m. Let us focus on the
counter which B, B,, . . . are mapped to, as shown in FIG. 11.
Due to collisions, there may be some other flows (gray
squares) mapped to that counter.

In the first row, the t-th packet B, is the x-th packet of flow
B, and it sees a counter value of z'. We can always reorder its
preceding packets without changing the counter values. So
we can look for a particular ordering to help the calculation of
the probability of z'=z. Specifically, we put all the preceding
x-1 packets of the same flow right before this packet, as
shown in the second row of FIG. 11. Then B, the first packet
of flow B, would have seen a counter value of zZ'—-x+1, as
shown in the third row. For this particular reordering, we have
Pr(v=zle~f)=Pr(c;,(t-x+1)=z—x+1le,~T,), that is, the

10

15

20

25

30

35

40

45

50

55

60

8

probability that B_ sees value z equals the probability that B,
sees value z-x+1. It should be noted that all the other counters
remain unchanged after this reordering. So if in the first and
second row thereare y=y,_,,(t) counters having value z—x+1
right before B, (the t-th packet) arrives, then in the third row
there must be at lease y—-1 and at most y+1 counters having a
value of z—x+1 right before B, arrives, since no other counter
except the one B, (or B,) is mapped to may change its value.
That is to say, (y=1)/m=Pr(c (t—x+1)=z-x+1le =1 )=(y+1)/m,
and hence (y-1)/m=p=(y+1)/m. And with high probability,
p=y/m.A

Then we can rewrite the probability that the t-th packet is
the g-th packet of some flow:

Theorem 2.

Pr(e,~f,) can be decomposed as Pr(et:fq)zZizoq"1Pr(Vt:i)><
Y, (0. whereY, (1) is a fixed polynomial expression of m/y,,
), ¥10/56(0), y20/y5(0), - - - Ygia (OO

Proof of Theorem 2:

We prove by induction.

(1) For g=1, since Pr(v,=0, e ~t,)=Pr(v,=0), we have

Pr(v; =0, e; = f1)

m
— = Pr(y,=0)x —
Priv,=0le = f1) e )

Prie. = fi) = oL

so the theorem holds for q=1.
(2) For g>1, we have,

Pr(Vr=q—1,€r=fq)

Prec= 10 = Pty =g 1Te,= 1

-1
Privy=g—1)= Y Privy=g—1,e = f)
x=1

Yo(d)/m

g-1
Privi=g-1)= Y Priv,=q=1lc = f)xPric; = f)
x=1

Yo(©)/m

m G Yos©)
~Privy=g-1)x — = » P¢, = KAy
==X ) e DX G

where we approximate Pr(v,=zle~f) by y,_,,,(t/m. By
induction, our theorem holds for any q.l

By applying an expectation to theorem 2, we have

Corollary 1.

E(I(e,,)~E, o™ EA(,D)xY, ,(0).

The exact expressions of Y, (t)’s are fixed and can be
pre-computed. Particularly, for g=1 and 2, we have

E(I(e; = f1)) = EU(v: = 0))xm/ yo(2),
Ed(v,=1) Edl=0)
Yo(®)/m Yol(t)/m

3o

ellle; = ) = oL

Now let us use this information to count specific flows. The
number of flows with only one packet is:

ny = E(ny)

= E(Z Ie;= i)=Y Ie, = fz)]

t
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-continued
= > Ellte = f) - Y Edle; = £)

(0
B Z((i;—(; + 1)><
Z E(l(v, = 1))

~ Yo/m

:E[Z (2 1)

t:v; =0

Eit=0))_
Yo(t)/m

m m

Now we have decomposed n, into the expression of y, (1),
y,(t) and v(t), which are all observable: the number of
counters with value zero and one, and the value that packet e,
sees. Due to the unbiasedness of expectation, we have

Conclusion 1.

If the t-th packet sees a counter value of zero, add

m

yi(o)
(5 1)*@

EAAa
Yo(t)

to the singleton flow count. If it sees a counter value of one,
deduct

m
YolD)

form the singleton flow count. This procedure gives us an
asymptotically unbiased estimator for singleton flow count,

o
= yo(n)'

Q)
n= 2 G

) yo(l))

And this is exactly the formulas we used in equation 2).
Now for flows with at most q packets, we have

q q
S 3n)
k=1 k=1
E(Z Ie, = fi)= Y 1(er = fru ))

= > El(e;= i) - Y Ell{e; = fyr1):

Using corollary 1, we further get

e

Sm=3]

k=1 ti

Zq] > Uig (z)],

i=0 fivp=i

EU v, = D)X U q(1)

I
=3

where U, (1) is also a fixed polynomial expression of m/y,,
00 ¥, 060, Y2050 0, - - . Vamie1 OFYo(D). Again, we can
draw a conclusion on counting small flows:

Conclusion 2.

Asymptotically, n,_,, the number of small flows that hav-
ing no more than q packets, can be unbiasedly estimated by
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summing up U, (1)’s for those packets that see a counter
value of'i(i=q). Thatis, fi, =% _,7> (t). And this is the
formular we used in equation 3).

tvl i,qg

We note here that, the variance is also a polynomial of
m/y,(t) and y,(t)/y,(t)’s. Particularly, when counting single-
ton flows, the variance is

Dl

te=fi

b1 (f)] m
LA IV
Yo ) YolD)

—1]+ Zf (%—1).
re;=f,

So if at least half of the counters are empty, that is y,(t)=m/
2=y(1), Vizl, we can derive a loose (but already good
enough) bound on the variance. Only [ log(q+2)] bits are
needed for each counter, since we only need to record up to
q+l.

The formulas of Y, () and U, (t) can be deducted from
Theorem 2, and are:

m 8
Yo-14= % )

Yq*lq__lx[ q- qui_;]’

Y1 Y2
Y, 3, =-1x%x]|Y X—+¥Y, 1. x—=]|,
-39 [ 929 Yo 9-Lq yo]
qtq__lxz ~(i-a X
Yog=—-1x%x Z}’qu—

Uoq =m/yo—Yoqu1,

Uig=-Yigr1, 1 2i=q.

These will be used in equation 3) in the detecting unit 203.
2. Mathematical Support for Equation 7)

We first analyze a column of counters in the counting units
301. For this mathematical analysis, we still use m to denote
the number of counters, while in the specification of the
system modules, we use w to denote this number. After this,
we will analyze combining three columns of counters.

2.1 A Single Column of Counters

After updating the column of counters with all packets, we
use ¢, . . ., C,, to denote the counter values (while in the
specification of the system modules, we use M, [i] to denote
the counter values). We use y, to denote the number of
counters with value k. In addition, we use n to represent the
total flow count, and use n, to represent the number of flows
with exactly k packets.

Now consider a counter ¢[l] whose value is zero, which
means no flow maps into position 1. This probability is
expected to be
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While the probability of a counter has a value of one is

(m ]i(l ~ i)nl—l(l ~ i]Z N ﬂe—n/m.
1 )m m m m

=2

Formally, we have

Lemma 1.

When n and in simultaneously approach infinity
(lim,, ,..n*m), wehavelim,, , E(y,)-me* lim,, , E(y,)=
ne”

where ~v=lim,,_,.n/m. Furthermore, y, and y, are the
MLEs (Maximum Likelihood Estimator) of E(y,) and E(y,)
respectively.

Proof of Lemma 1:

We consider the limit distributions of y, and y, in two
propositions.

Proposition 1.

When n, n, and m simultaneously tend to infinity, the limit
distributions of y, and y, both converge to Poisson, with
expectations converging to

_n
Ay =me m

and

_n
Al =me m

respectively, if A, and A remain bounded, as proved as fol-
lows:

Ithas been proved in the literature that, with n balls, m urns,
letp,, ,,(t) be the probability that exactly turns are empty, then
D,.,m(t) converges to Poisson distribution with parameter

_n
A=me m,

if n and m tend to infinity so that

_n
A=me m

remains bounded. If we have n flows and m counters, the
empty counters after seeing all packets will be exactly the
same as the empty urns in the urn model, so y, also converges
to Poisson distribution.

We give a proof sketch for the case of y. Let q,, ,(t) be the
probability that there are t counters with value 1 after seeing
all packets, then the corresponding packets can only be from
the n, singleton flows, and

ny Y m
[!( ]( ](m - [)nir X [brr,mfr(o)
13 13

D) = m
m
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Take for abbreviation

and using the rule of inclusion and exclusion, we can get

m

Bn(0) = 3" (=1 Ry (0.

v=0

Since

(m— v)V(l - %)" < v!(':]@ _ %)” < mv(l _ %)"

and

)

n o\
<)
m-—v

(m—v)
multiply these two inequalities, we can get

(m—v
m-=v

ol <t < (-

And since
log(1 - 1) < —
r<—log(l -1 < —,
¢ 1-1
we have
.
e Tt <l-t<e’,
)

nL—v _nmtv\v o —v _ yim_\ntv
(m ! eiiﬁTV) :( ! )va(e 1*VW) <
m-—v m—v
L\, e _Yn n _ny
V!Rn,,,,(v)<( )m(e m) :(m e m).
m—v m-—v

For each fixed v, the extreme ratio of the left side and the
right side tends to 1, so we have

v

X
0< — =R,,(v) >0,
v i
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if n and m increase and

A=m eiﬁ
is constrained to a finite interval O<a<A<b. If A tends to 0,

v

Al
0< — —Rym(v) >0
v! ’
also holds. So we can get

v

A
Rn,m(V)NW-

Now

=3 {5 = R )

v=0

tends to 0, so we have qn,m(0)~e"7‘, which also implies
qn—t,m—t(o)"'e_ks and

At
Grm(D) = Ron(D) X Grgms(0)~ ™

Proposition 2.
When n, n, and m simultaneously tend to infinity, if

_n _n
me m and nje m

do not remain bounded, but

..on .o
= lim — and ) = lim —
m

m—oo mooo M

are bounded, the limit distributions of y, and y, converge to
normal distribution, with

lim E(yo) = me™®, lim var(yo) = me *(1 — e %(1 + ),

and

lim E(y;) =n e,
fraee

2 +7)
+ — +all|
@y

The case for y, is again the same as that in the urn model,
and the case for y, can be proved based on the following
probability theory which was proved in “H. Geiringer. On the
probability theory of arbitrarily linked events. Annals of
Mathematical Statistics, 9(4):260-271, 1938.”

lim var(y;) = nle’a(l - wle’a(—l

Theorem 3.
Let py, Pas - - - 5 P, be the probability of m events E,,
E,, ..., E,, p, be the probability of the simultaneous occur-
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rence of B,and E,, p, ; thatof B, E, E{( and finally P12 that
ofE,, E,, ... ,E,,. We want to determine the probability P,,(x)
that x of the m events will take place. We consider the con-
vergence of

V@) = 3P0,

(33

which is the CDF of x. Denoting the mean value of x for
V,.(X)bya,=>_"xP,,(X), and denoting the variance of x for
V,.(X) bys, 2, let

1l..n 1l..n
S0 =1 Su)= 3 piSu@= ) Py
i iJ

1..n
$:3)= D Pis oo Salm)=piz. e
i,k

If we introduce the following function of the discontinuous
variable z=0, 1,2, ..., m

z+18,z+1)
Gy Sm(2)

&m(2) =

and put z=a,,u where u is regarded as a continuous variable
in the interval from 0 to €(e>0). If h,,(u)=g,(z) satisfies the
following conditions:

1) If m is sufficiently large, h,,(u) admits derivatives of
every order in the interval (0, €).

2) Atu=0, the first derivative ofh,,(u) has a limit, for m—sco,
which is different from -1.

3) If u is in the interval (0, €), the k-th derivatives of h,,(u)
remains, for every k, inferior to a bound N, which is indepen-
dent of m.

Then the asymptotic behavior of P, (x) converges towards a
normal distribution, that is

lim Vip(am + ysm\/?) =

1 fy qzd
— e X,
Vr -
2

and Tim Z—’” = 14+, (0).

Now following theorem 3, we have

mY( ny
(2o
2z 2z

Snl2) = —

and

)
z+1 z+1 Nz+1

gm(Z):EX (m](nl
Z Z

!

](Z O ey
X

]Z, P
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-COlltl.llued
( m ]( n
z+1 A z+1
(m](n
Z Z

](z+1)!

B

= 1y 1y X
() (3)
m m

(m—(z+ Ly~

(m -z
m-z _n -z " (m—(z+ 1)y=h
T m ny (m -1yt (m—z)"*
_m-z_m-z
- m ny

|y 1
- (1= )o-2F

i) S

since a,, is of the order of magnitude of m, we get

In(v) = gm(2) =
1 na
- m(l —v) i
— m
1 X 1 X(
1-=
m

@y =V
(1l -v)—— %
@

We can easily see that the condition 1) and 3) in theorem 3
are satisfied (if e<1) since the k-th derivatives of h,,(v) con-
tains only rational expressions of (1-v) and positive powers
of

ot =57

and
. A dha(v) . 1
lim|———=| =lm4{-1-—+
Moo dv Jy=0 moe

ay

SO

w
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-continued

" d hy (1) " (dﬁm(")] )
mgl;lo( du ]Vzo_mlglo dv v:oxmlglo;

1
= ale’a(l - — —0/].
ay

Let

1
glay) = 011870(1 -—- w),
a1

we must prove g(a, )>-1 as stated in condition 2) of theorem
3.

Let f{a)=ae~*(1-1/o—a)=e"*(-a*+a-1), then its deriva-
tive f'(a)=e"*(a-1)(a-2), so the local min/max values are
obtained at =0, 1, 2, since o0, and f'(1)=f'(2)=0. Since
M(e)=—e*(a*-5c+5), f"(1)<0 and {"(2)>0, the minimum
values may be obtained at a=0 or 2. Since f(0)=-1 and f(2)=
-3¢72, and >0, we get f(o)>-1.

Now g(a,)-f(a)=e"*(a—a.;)(a-1), since o, =, if a=1, we
can get g(a, )=f(a)>-1. If a<1, that is 0<a,; =a,. Now g(a, )=
e “(l-o)o, —e™ e~ ">-1.

So, we finally get

lim #,(0) = g(ay) > -1,

then we can conclude that, y, converges to normal distribu-
tion with

. 5,2,1 _ 1
lim = =1-ae a(—1+—+0z).

m—oo hy [e3)

With simple manipulation, we get the results stated in propo-
sition 2.

With Proposition 1 and 2, we have proved Lemma 1, since
the sample mean is the MLE of the expectation of a Poisson
or Normal distribution.ll

Lemma 2.

The number of singleton flows, n;, can be estimated
asymptotically unbiased by an MLE f,=mxy,/y,. The vari-
ance is approximately n,((e*-2a)a,+e*~1), where
o,=lim,_ . n/m.

Proof for Lemma 2:

We prove four propositions step by step.

Proposition 1.

The two variables y, and y, are asymptotically indepen-
dent.

Let us consider such a reordering of the packet arrivals that
all flows of size more than one arrive before any singleton
flow. Since such a reorder will not change the distribution of
counter values, we will get the same probabilities. Assume
right before any singleton flow arrives, exactly k counters
remain empty. Now only those singleton flows which map
into these k counters are able to induce counter value of zero
or one, since the other m-k counters have value at least two.
Assume n,' singleton flows map into these k counters, then
this is just a classical occupancy problem, where exactly y,,
counters have value zero and y, counters have value one. The
coefficient of y, and y, in such a classical occupancy problem
can almost be neglected when n,/m is not around 1 (following
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“Random Allocations”, equation (9), pp. 38), and since under
most conditions, y, and y, are normal and their joint distri-
bution is multivariate normal, they are asymptotically condi-
tional independent for any given k, thus y, and y, are asymp-
totically independent.

Proposition 2.

Asymptotically, n, is a Maximum Likelihood Estimator
(MLE) of n, From Lemma 1, we know

. Ely) om
lim =—,
moo Elyo)  m

that is

np=mx lim Eby)
! moeo E(Yo)

Since if f(l, )A(z, Ce Xt are the MLEs of variables X;,

X5, - .., X, respectively, and if functiont(X,, X,, ..., X,) is
a transform of the parameter space of (X,, X,, ..., X,), then
(X, X, - .., X)) is the MLE of ©(X,, X, . . ., X,), and by

Lemma 1, y,and y, are the MLEs of E(y,) and E(y, ) respec-
tively, we get that n; is the MLE of n,.

Proposition 3.

The estimator fi, asymptotically unbiased.

Expanding f(X) by Taylor series, provided that f is thrice
differentiable and that the mean and variance of X are finite,
it will have

FEX) +[X - ECOLf (E(X)) +

X -EX)P
X - EX)1 2( )l FUEX)+ ...

= E[f(E(X)]+ E[[X - ECOLf" (E(X))] +

E[f(X)] = E|

E[L ~ f(x) i 7 (E(X))]

X
= rEco) + 5 o,

So for

I )—1
Yo _yo’
we have

var(yo)
E3(yo)

E(yio] * E(lyo> *

Since y, and y, are two independent random variables, we
have

Eiy) :me(yan(yio]

Val(yo)]

1
zme(yl)x(— + Boy

E(yo)
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-continued
1 N me % (1 -e (1 +0z))]

(me=9)?

=m><n1e""><(

:n1(1+

n(l—-e (1l +a)
[PRpSh —-

me ¢

me=¢
(l-e™ (1 + oz))]

me ¢

Since

i ¢ —(1+
lim bias(’i] il Ch L

mco ny

= lim

m—oo m

1, is asymptotically unbiased.
Proposition 4.
Asymptotically,

nt
var(fy) = (€% — 2a)— + (&% — ;.
m
Similarly, using Taylor expansion,

var[f (X)] = var[f (E(X)) + [X — ECOIf (X)) + ... 1~
[ (ECO)Pvar(X).
SO

va{y—lo] N [-#WTWW -

var(yo)
E4(yo)’

For independent random variables A and B, it will have

var(AB) = var(A)E*(B) + var(B)EZ(A) + var(A)var(B),

so we have

var(i—;) = val(ynEz(yio] + va\{y—lo)Ez(yn + var(ynvar(yio)
var(yo) ]2 N
E3(yo)

E2(y1) + var(y;)

1
”ar(y”[E(yo) *

va(y)
E*(yo) E*(yo)
:var(yl)[l var(yo) (Var(yo))z}
E2(y0) E2(y0)  \E*(yo)
var(ye) E*(y1)
E2(y0) E*(yo)

var(yo)

Denoting by

var(yg) e*-1-a

TEoy . m

we have

Ey)

M(1+3M +M?
L3+ MO+ F26)

&) _ var(y)
Yo/ var(yo)
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-continued
Ez(yl)}
B0 |~

var(fy) = m? Xvar(i—:))

N [var(yn
| var(yo)

e -1-a

~m? X [Vm{yl) +

Ez(yn} N
var(yo)

E2(yo) m

ay —w1w+w) 2]

:m(ea—l—w)x[ozl(1+ . +ai

=mx[(e¥ - 2a)a? + (e - Day]
a m a
=(e” = 2a)— +(e® = Dny.

2
m

So, if n, is very small, the variance is also small, and if n,
is large, the relative standard error is

. ity e® = 2a
siderr(fy) = | val — | = +
ny m

and this ensures that it is a good estimator for super scanners
with a large n, if we keep m large enough, and we use it as a
cardinality sketch in our estimating module.ll

e¥—1

1

Lemma 3.

For estimating the number of small flows, we can use the
following iterative equation to estimate n,, n, . . . , 0, step by
step:

g-1 9

Proof for Lemma 3:

Use B to denote the set of different flow set patterns that
have exactly q packets, and use B, (1=i<B |) to denote a
specific flow set patternin B , so there are totally q packets in
B,, and a counter with a value of q will correspond to some f3,.
Suppose B, is composed of B, , flows of size one, 3, flows of
size two, . . . , P, flows of size q, and no flow of size more
than q, we can write

B=<Bic1yBicays - - - BicgyPs - - - >

and order them: §,=<q,0,...,0,0,...>corresponding to
q flows of'size one, $,=<q-2,1,0,...,0,0, ...> correspond-
ing to q-2 flows of size one and one flow of size two, and
Bipy=<0,0,...,1,0,...>(the g-th element is 1) correspond-
ing to one flow of size q. Denoting the number of counters
with value x by y,, and the number of flows of size x by n_,
when m is large, we have

B4

H22)= 3" Prig,
i=1
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where Pr(f,), the probability that the flow pattern 3, appears,
is

= i 1 \Bid) 1 \"d~Bi(d) 1\
[ Jetom ™ i=a1" -5
d=1

d>q

Then by simple manipulation, we get

5
m

(na | m)fic@ ] nq]
+

B!

SO

(na fm)Pid)
B! ’

where B, can be pre-computed .l

2.2 Combining Three Columns of Counters

When considering the estimating unit 305, we use three
columns of counters. Each column, by the above mathemati-
cal analysis, can be used to estimate the total small flow count
of all hosts that are mapped to that column. Now we deal with
how to combine them to estimate the small flow count of the
host that is mapped to exactly the three columns.

Let us denote the three sketches by M, M, and M;, and
denote the corresponding flows mapped to them by S|, S, and
S,. We denote by IM,I* the number of flows with k packets
estimated from M,, which is an estimate on IS,I%, the exact
number of flows with k packets in S,, and we abuse k=0 for
total flows. So we can compute an estimation for I1S,* as

1Bgl=1¢ g1
memx| s -
’ Evo) »

i=1

|5:[¥ =IM,I* using equation 9) above. The idea of combining
three columns is that, although more than one host can be
mapped to each column, there is only a very small probability
that more than one host can be simultaneously mapped to the
same three columns. So we can just use 1S, NS,MNS,1* as the
number of flows with k packets of the host mapped to the three
columns.

Now we discuss operations among three sets (S, S,, S;)
and the corresponding columns (M;, M,, M;). The ancillary
notations  are:  S,=S-S-S,, S,=(5NS)-S, and
S=S,MS,MS,, where1, j, lis a permutation of 1, 2, 3, as shown
in FIG. 12. We also denote by M+M, (M+M+M,) the
counter-wise addition, such that (M,+M)[i]=M,[i]+M[i]
(MAMAM[i]=M[i][+M[i]++M][i]), for 1<i=m. We also
call such a column of counters as a “sketch”. Note that when
two sketches are added up, some packets are counted twice,
and when three sketches are added up, some packets are
counted twice, and some packets are counted thrice.

Case 1: For k=0, we have

1M,1° = 15:1°,
o a0
|M; + M° =S US|,

~ 0
IM; + M+ M* =1s; US; US|
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so we get
e e N 10
151 U Spl° - |S% USs1° =185y U $51° +
Sy L) Sz L) Ss|
= [0 s asro -
[My + Mol® — 1My + M3|® = 1My + M5]° +
My + My + M;|°.
Case 2: For flow size of k=6x+1 or k=6x+5, we have
[MitE =151 + 1551¢ +15u [ + ISF,
[M; + M = 1551 + 15515 + 15l +15 40,
IM;+ M+ ME = 1551+ IS 41 + 18l
so we get
> 11
IS = (ML + 1M+ (Ml — M, + Mol — )
1
Mo + Ml — My + Mal + My + Mo + M) x 5.
Case 3: For flow size of k=6x+2 or k=6x+4, we have
[MiE = 1S3l + 1Sy1< +1Sul* +ISTE,
[M; + M = 1551+ 1551 + 1Sl + 18t + IS + 512,
[M;+ M+ ME = 1551+ IS 51 + 180l + 15172 + 1802 + 1S %,
so we have
ISP = 12
(MU + 1Mol + s = 1My + Mol — Mo+ M5 — | M+ M+
. /2
|My + Mz + Ms| )><§ +S17%,
where ISI¥2 can be induced from earlier computations.
Case 4: For flow size of k=6x+3, we have
M =183l + ISyt + ISul* +IS1E,
[M; + M = 1S5+ 1851 +1Sul© + 1505,
IM; + M+ Mi* = 18516 + 18 51€ + 1Sul© + IS4,
so we get
ISP = )
(M + Mo+ M = M+ Mol — Mo + Maf* = My + Ml +
iy L /3 1
|My + My + Ms| )><§ +15] ><§,

|k/3

where |SI”~ can be induced from earlier computations.
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Case 5: For flow size of k=6x (x>0), we have

|§|k _ 14)

(M + 1Mo + | Ms* = My + Mot — My + M — M+ M+

1 5 5 1
My + My + Mal)x 5+ 15172 - 1S1F x 3,

10
SO we get

[MitE =151+ 1551¢ +1Sul* + 18I,
15 K " Sk "k "k k/2 /2
[Mi + M = 1Sal* + IS0 + 1Sul® +ISal® + 15177 + 15177,

k ok Ik "k /3 k/2 k2 /2
[M; + M+ MIE = 18505+ 1S 51° + 1SulE + 1S + 183l + 1572 + 15142,

where ISI”? and 1SI** can be induced from earlier compu-
tations.

Finally, when estimating the number of flows with no more
than q packets, we need to add S|

that is

s together from k=1to q,

st=3,_7lS[F 15)

. A special case is when k=1, so using equation 11), we get
St=(IM 1"+ M5 + M)~ M +Mo | — | Mo M 5 - M+
ML M+ Mo+ M 1D/3.

Combining this with Lemma 2 for estimating singleton
flows from a single column, we get equation 7) used in step
905.

The present invention has been illustrated by the above
descriptions and embodiments, but the present invention is
not limited thereto. Various modifications and changes can be
made by those skilled in the art according to the disclosure
herein, which should be within the scope of the present inven-
tion.

5 The invention claimed is:

1. A system for catching top hosts from a plurality of hosts,
comprising:
a filter configured to sample flows from the hosts and

remove the flows that do not satisfy a constraint;

0 4 tracker configured to record a first estimated flow count

for each host and to determine a first set of hosts from the
plurality of hosts in terms of the estimated flow count;
and

an estimator configured to determine a second estimated
flow count for each of the determined hosts and select a
second set of hosts from the determined hosts based on
the second estimated flow count,

wherein determining the second estimated flow count fur-

60 ther comprises:

calculating a plurality of sums from a plurality of
counters;

determining whether any of the sums overflow;

65 estimating the flow count based on the determined dif-
ference and a rate of sampling r if any of the sums are

determined to overflow; and
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estimating the flow count based on counts in the plurality
of counters, the calculated sums, the rate of sampling
r, and a threshold for filtering non-top hosts if any of
the sums do not overflow in the estimating.

2. The system of claim 1, wherein the filter further com-
prises:

a sampler configured to sample the arrival packets of the
flows and map each sampled packet into a value associ-
ated with a flow 1D of the arrival packets,

an accounter configured with a plurality of counters for
recording the mapped value, and

a determiner configured to determine whether the flows
satisty said constraint based on the mapped value, and
remove the flows if said constraint is not satisfied.

3. The system of claim 2, wherein said constraint is set such
that the determiner removes the flows associated with the
value when the value is larger than a predetermined sampling
threshold, and the determiner triggers the accounter to update
the counters therein when the value is not larger than the
predetermined sampling threshold.

4. The system of claim 2, wherein the accounter operates to
update the counters therein by rule of:

ifthe value of the counter associated with the mapped value
in the plurality of counters is no greater than q, said
counter will increase by one,

where q represents a user specified parameter for charac-
terizing small flows of no more than q packets.

5. The system of claim 2, wherein the data structure in the

tracker comprises:

a hash table having a plurality of nodes; and

a min-heap,

wherein a key of each node in the hash table is host ID, and
avalue of each node in the hash table refers to a position
of'a node in the min-heap.

6. The system of claim 5, wherein each node in the min-
heap comprises a field of host ID, a field of count, and a field
of error of count, and

wherein the tracker further comprises a detector configured
to detect the change of counters in the accounter so as to
update the field of count and error in the min-heap.

7. The system of claim 6 wherein the detector is further

configured to update the field of count in the min-heap by rule
of

If ¢,fh,,(f)]=i and i=q, count,=count+U, ,(2)

wherein U, (1) is set forth by rule of

v m
g = —»
T v

Y1
Yg2q=-1X [Yq*lyq X y_o]’

N1 Y2
Yo3q=-1X% [Yq,zyq X % + Y10 X %]

Yoig=—-1%

5

i-1 v

J
Z Yo-paX -
= Yo

Yqu =-1x

g-1 )
Z ijq X ﬁ
= Yo

Ugg=m/yo—Yogu1,

Uig==Yigr1, 1 <i=<q.
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where y, represents number of counters in the accounter
with value 1,

q represents a user specified parameter for characterizing
small flows of no more than q packets,

m represents the number of counters in the accounter,

¢,[h,, (D] is the value of the counter associated with the flow
with ID f in the accounter,

count, represents the value of the counter associated with
the host with ID s in the min-heap.

8. The system of claim 1, wherein the tracker further com-

prises:

a selector configured to determine the first set ofhosts from
the plurality of hosts in terms of the first estimated flow
counts, wherein the estimated flow counts are deter-
mined based on a difference between a count and a count
error for each host based on the received packets.

9. The system of claim 1, wherein the estimator further

comprises:

a plurality of counters configured to record information of
flow count for the first set of hosts; and

an updater configured to update the information on the
plurality of counters.

10. The system of claim 9, wherein the estimator (30)

further comprises:

a selector (303) configured to select three counters from a
plurality of counters, and

wherein the updater (304) is further configured to update
the selected counters by

Fori=l1to3

I My, o /P, (D<=, My o [1,, (D1=My, ) [, (D] +1

where M, [h,,()] is a selected counter from the plurality
of counters, and q represents a user specified parameter
for characterizing small flows of no more than q packets.

11. The system of claim 10, wherein the estimator further

comprises:

an estimator configured to estimate flow counts from the
determined first set of hosts based on the numbers in the
selected counters.

12. A method for catching top hosts from a plurality of

hosts, comprising:

sampling a plurality of packets from the hosts during a
determined interval of time;

determining a difference between a count and a count error
for each of the hosts based on the sampled packets;

ranking the hosts based on the determined difference to
identify a first set of hosts in the ranked hosts;

estimating a flow count for each of the first set of hosts; and
selecting a second set of hosts from the first set of hosts as
the top hosts, based on the estimated flow count,
wherein the estimating further comprises:
calculating a plurality of sums from a plurality of
counters;
determining whether any of the sums overflow;
estimating the flow count based on the determined dif-
ference and a rate of sampling r if any of the sums is
determined overflow in the estimating; and
estimating the flow count based on counts in the plurality
of counters, the calculated sums, the rate of sampling
r, and a threshold for filtering non-top hosts T, if any
of the sums do not overflow in the estimating.

13. A system for catching top hosts, comprising:

a flow filter configured to test whether a packet in a flow
from a plurality of hosts satisfies a predetermined con-
straint;

a tracker configured to get a plurality of candidate hosts
with estimated flow counts thereof based on the test;



US 9,112,771 B2

25

an estimator configured to select the top hosts from the
candidate hosts and output the selected hosts ranked by
the estimated flow counts thereof;

wherein each estimated flow count is determined by:

calculating a plurality of sums from a plurality of
counters;

determining whether any of the sums overflow;

estimating the flow count based on the determined dif-
ference and a rate of sampling r if any of the sums are
determined to overflow; and

estimating the flow count based on counts in the plurality
of counters, the calculated sums, the rate of sampling
r, and a threshold for filtering non-top hosts if any of
the sums do not overflow in the estimating.

14. The system of claim 13, wherein the flow filter further
comprises a sampling module configured to sample flows to
be processed.

15. A method for catching top hosts, comprising:

testing whether a packet in a flow from one of a plurality of

hosts satisfies a predetermined constraint;

getting candidate hosts with estimated flow counts thereof

based on the testing;

selecting a plurality of top hosts from the candidate hosts

and update the estimated flow counts thereof; and
outputting the selected top hosts ranked by the estimated
flow counts thereof;

wherein each estimated flow count is determined by:

calculating a plurality of sums from a plurality of
counters;

determining whether any of the sums overflow;

estimating the flow count based on the determined dif-
ference and a rate of sampling r if any of the sums are
determined to overflow; and
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estimating the flow count based on counts in the plurality
of counters, the calculated sums, the rate of sampling
r, and a threshold for filtering non-top hosts if any of
the sums do not overflow in the estimating.
16. The method of claim 15, further comprising prior to the
testing:
sampling the flow; and
removing the flow if it does not satisfy the predetermined
constraint.
17. A system for catching top hosts, comprising:

a tester for testing whether a packet in a flow from a
plurality of hosts satisfies a predetermined constraint;
an estimator for getting a plurality of candidate hosts with
estimated flow counts thereof based on the test; and
a selector for selecting the top hosts from the candidate

hosts and outputting the selected hosts ranked by the
updated flow counts thereof;
wherein each estimated flow count is determined by:
calculating a plurality of sums from a plurality of
counters;
determining whether any of the sums overflow;
estimating the flow count based on the determined dif-
ference and a rate of sampling r if any of the sums are
determined to overflow; and
estimating the flow count based on counts in the plurality
of counters, the calculated sums, the rate of sampling
r, and a threshold for filtering non-top hosts if any of
the sums do not overflow in the estimating.
18. The system of claim 17, wherein the tester further
comprises:
a sampler for sampling the flow.

#* #* #* #* #*



