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1
TRANSMITTING AND RECEIVING SIDE
TERMINALS AND METHOD OF
MONITORING NETWORK USING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to and the benefit of
Korean Patent Application No. 10-2012-0122022, filed on
Oct. 31, 2012, the disclosure of which is incorporated herein
by reference in its entirety.

BACKGROUND

1. Field of the Invention

The present disclosure relates to network monitoring tech-
nology, and more particularly, to transmitting and receiving
side terminals that perform network monitoring using a ser-
vice packet actually used for service and a method of moni-
toring a network using the terminals.

2. Discussion of Related Art

Thus far, a method of measuring network status by addi-
tionally transmitting probing packets has been used for net-
work monitoring. In this case, the probing packets are used in
addition to packets for actual service, and there is a problem
in that a bandwidth of the corresponding network is addition-
ally consumed by the probing packets. This problem causes a
reduction in a network bandwidth that can be used for the
service, and may disrupt normal running of the service.

To solve the problem, Korean Patent [Laid-Open Publica-
tion No. 10-2006-0122901 (data of publication: Nov. 30,
2006) discloses a technique for performing network monitor-
ing by inserting probe information in service packets used for
actual service without additionally using probing packets.

SUMMARY OF THE INVENTION

The present disclosure is directed to providing terminals
capable of obtaining accurate network monitoring results
without additionally consuming a network bandwidth, and a
method of monitoring a network using the terminals.

According to an aspect of the exemplary embodiment,
there is provided a transmitting side terminal, including: a
packet classifier configured to classify an input service packet
as a probing packet or a non-probing packet according to a
feature of the service packet; and a packet transmitter config-
ured to transmit the probing packet or the non-probing packet.

According to another aspect of the exemplary embodi-
ment, there is provided a receiving side terminal, including: a
packet receiver configured to receive a service packet from a
transmitting side terminal; a packet processor configured to
determine the received service packet as a probing packet
when probing identification information has been inserted in
aheader of the service packet, and extract and store the header
of the probing packet; and a measurer configured to measure
a network monitoring parameter using information included
in the header of the probing packet.

According to another aspect of the exemplary embodi-
ment, there is provided a method of monitoring a network,
including: classifying, at a transmitting side terminal, service
packets as probing packets or non-probing packets according
to features of the service packets, and transmitting the respec-
tive service packets; determining, at areceiving side terminal,
whether the service packets received from the transmitting
side terminal are probing packets; and when the received
service packet are probing packets, extracting, at the receiv-
ing side terminal, headers of the probing packets, and mea-
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2

suring a network monitoring parameter using information
included in the extracted headers of the probing packets.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects, features and advantages of the
exemplary embodiment will become more apparent to those
of ordinary skill in the art by describing in detail exemplary
embodiments thereof with reference to the accompanying
drawings, in which:

FIG. 1 is a diagram showing a constitution of a network
monitoring system according to an exemplary embodiment;

FIG. 2 is adetailed block diagram of a first terminal accord-
ing to an exemplary embodiment;

FIG. 3 is a diagram illustrating a packet pair mode and a
packet train mode;

FIG. 4 is a diagram illustrating a state in which a train
threshold is determined according to an exemplary embodi-
ment;

FIG. 5 is a diagram showing the distribution of probing
packets generated when a bit rate of an image frame is 1400
Kbps;

FIG. 6 is a diagram showing the distribution of probing
packets generated when a bit rate of an image frame is 700
Kbps;

FIG. 7 is a diagram showing the distribution of probing
packets generated when a bit rate of an image frame is 300
Kbps;

FIG. 8 is a detailed block diagram of a second terminal
according to an exemplary embodiment;

FIG. 9 is a graph for comparing the amount of data traffic
generated when service packets are compatibly used for prob-
ing with the amount of data traffic generated when probing
packets are additionally used;

FIG. 10 is a table showing results of measuring the sizes of
packets generated for one minute and time intervals between
the packets when a first terminal performs streaming trans-
mission of a moving picture having a bit rate of 700 Kbps to
a second terminal in a network monitoring system according
to an exemplary embodiment;

FIG. 11 is table showing the amount of additional traffic
generated when a time interval between probing packets
exceeds a predetermined threshold, and dummy packets are
generated;

FIG. 12 is a graph for comparing the amount of additional
traffic generated when a time interval between probing pack-
ets exceeds a predetermined threshold, and dummy packets
are generated, with the amount of additional traffic generated
when the time interval between probing packets exceeds the
predetermined threshold, and a channel quality indicator
(CQI) measurer is used;

FIG. 13 is a flowchart illustrating operation of a packet
classifier in a first terminal according to an exemplary
embodiment;

FIG. 14 is a flowchart illustrating operation of a packet
transmitter in a first terminal according to an exemplary
embodiment;

FIG. 15 is a flowchart illustrating operation of a packet
processor in a second terminal according to an exemplary
embodiment; and

FIG. 16 is a flowchart illustrating a network monitoring
operation in a second terminal according to an exemplary
embodiment.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Terminals and a method of monitoring a network using the
terminals according to exemplary embodiments will be
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described in detail below with reference to FIG. 1 to FIG. 16.
However, the exemplary embodiments are merely examples
and are not to be construed as limiting the inventive concept.

When it is determined that the detailed description of
known art related to the exemplary embodiment may obscure
the gist of the inventive concept, the detailed description
thereof will be omitted. Terminology described below is
defined considering functions in the exemplary embodiment
and may vary according to a user’s or operator’s intention or
usual practice. Thus, the meanings of the terminology should
be interpreted based on the overall context of the present
specification.

The spirit of the inventive concept is determined by the
claims, and the following exemplary embodiments are pro-
vided to efficiently describe the spirit of the inventive concept
to those of ordinary skill in the art.

FIG. 1 is a diagram showing a constitution of a network
monitoring system according to an exemplary embodiment.

Referring to FIG. 1, a network monitoring system 100
includes a first terminal 102 and a second terminal 104. Here,
a section to be monitored is a network section between the
first terminal 102 and the second terminal 104. Here, the
network may be a wireless network or a wired network.
Alternatively, a predetermined section of the network may be
a wireless network, and the other section may be a wired
network. In other words, a network environment between the
first terminal 102 and the second terminal 104 includes a
wireless environment, a wired environment, and a wireless
and wired environment.

The first terminal 102 includes a packet classifier 111, a
packet transmitter 114, and a report message receiver 117.
The second terminal 104 includes a packet receiver 121, a
packet processor 123, a measurer 125, and a report message
transmitter 127.

Here, it is assumed that the first terminal 102 transmits a
probing packet and the second terminal 104 receives the
probing packet to measure a network monitoring parameter,
and only constitutions of'the first terminal 102 and the second
terminal 104 required for the assumption are illustrated.
However, the first terminal 102 and the second terminal 104
are not limited to these constitutions, and may also include all
components required for the second terminal 104 to transmit
probing packets and required for the first terminal 102 to
receive the probing packets and measure a network monitor-
ing parameter.

The network monitoring parameter may include at least
one of, for example, effective capacity, achievable throughput
and available bandwidth. However, the network monitoring
parameter is not limited to these, and various other network
monitoring parameters may be employed.

FIG. 2 1s a detailed block diagram of'a first terminal accord-
ing to an exemplary embodiment. With reference to FIG. 1
and FIG. 2, a constitution and operation of the first terminal
102 will be described in detail below.

The packet classifier 111 of the first terminal 102 includes
a queue adaptor 131, a probing queue 134, and a non-probing
queue 137.

The packet classifier 111 classifies a service packet gener-
ated in the first terminal 102 according to a feature of the
service packet. Here, a service packet is a packet used in an
actual communication service (e.g., video telephony and data
communication). For example, according to the size of the
service packet, the packet classifier 111 may determine
whether to compatibly use the service packet for probing or to
use the service packet only for its original purpose. Descrip-
tion will be made below on the assumption that the packet
classifier 111 determines whether to compatibly use a service
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packet for probing or to use the service packet only for its
original purpose according to the size of the service packet.
However, the packet classifier 111 is not limited to this, and
may classify the corresponding service packet according to
various features (e.g., the frequency of generation) of the
service packet. In an exemplary embodiment, a service packet
is compatibly used for probing, and no probing packet is
generated and transmitted. For this reason, a network band-
width is not additionally consumed in a network monitoring
process.

When a service packet generated from, for example, a
media engine (not shown) is input, the queue adaptor 131
inserts meta-information (e.g., reception time of the service
packet, a sequence number of the packet, and socket infor-
mation) in the service packet. The queue adaptor 131 may
insert the meta-information in a header of the service packet.

According to the size of the input service packet, the queue
adaptor 131 inserts the service packet in the probing queue
134 or the non-probing queue 137. The queue adaptor 131
may insert the service packet in the probing queue 134, for
example, when the size of the service packet is greater than a
predetermined threshold probing size, and may insert the
service packet in the non-probing queue 137 when the size of
the service packet is less than the predetermined threshold
probing size. Here, the service packet inserted in the probing
queue 134 is compatibly used for probing. A service packet
compatibly used for probing will be referred to as a “probing
packet” below. Also, the service packet inserted in the non-
probing queue 137 is used only for its original purpose. A
service packet used only for its original purpose will be
referred to as a “non-probing packet” below.

Here, the queue adaptor 131 inserts the input service packet
in the probing queue 134 or the non-probing queue 137 for
classification according to the size of the service packet
because the size of a service packet generated from the media
engine (not shown) is not fixed although the size of a probing
packet should be a predetermined size or more to properly
reflect network status. In other words, since a probing packet
may have too small a size to properly reflect network capacity,
service packets input from the media engine (not shown) are
inserted in the probing queue 134 or the non-probing queue
137 for classification according to the sizes of the service
packets so as to filter packets that can be used as probing
packets among the service packets. In this case, even when
service packets are generated with dynamically changing
sizes from the media engine (not shown), by filtering service
packets that can be used for probing according to their sizes,
it is possible to obtain network monitoring results in which
network status is properly reflected.

The packet transmitter 114 of the first terminal 102
includes a packet pair transmitter 143, a transmission type
determiner 144, a packet train transmitter 145, and a non-
probing packet transmitter 147.

The packet transmitter 114 transmits probing packets
inserted in the probing queue 134 or service packets inserted
in the non-probing queue 137 to the second terminal 104. At
this time, the packet transmitter 114 performs transmission in
a packet pair mode or a packet train mode according to the
number of probing packets inserted in the probing queue 134.

FIG. 3 is adiagram illustrating the packet pair mode and the
packet train mode. Referring to FIG. 3, in the packet pair
mode, a transmitting side pairs two probing packets P1 and P2
and transmits the pair of the probing packets P1 and P2, and
a receiving side measures a receiving time interval between
the two probing packets P1 and P2 to perform network moni-
toring. Using the packet pair mode, it is possible to calculate
an effective capacity that is the maximum transmittable
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capacity of the corresponding network. Here, the effective
capacity can be calculated by Equation 1 below.

[Equation 1]

Here, C, denotes an effective capacity, L; denotes the size
of packets of an i pair, T, denotes a time interval between the
packets of the i” pair, and n denotes a generation number of
packet pairs.

In the packet train mode, a transmitting side puts a plurality
of probing packets P1, P2, P3 and P4 having a predetermined
time interval into one group, and a receiving side measures
receiving time intervals between the probing packets P1, P2,
P3 and P4 to perform network monitoring. Using the packet
train mode, it is possible to calculate an achievable through-
putand an available bandwidth of the corresponding network.

Here, an interval between packet pairs can be adjusted
using an available bandwidth of the corresponding network.
In other words, by allocating the available bandwidth of the
corresponding network according to the number of intervals
between packet pairs, it is possible to adjust the intervals
between the packet pairs. Also, an interval between packets in
a packet train can be adjusted using an effective capacity of
the corresponding network. In other words, by calculating a
time interval between packets back from the effective capac-
ity C, of Equation 1, it is possible to adjust an interval between
packets in a packet train.

Here, an effective capacity of the corresponding network is
calculated using the packet pair mode, and an achievable
throughput and an available bandwidth of the corresponding
network are calculated using the packet train mode. However,
network monitoring parameters are not limited to these, and
various other network monitoring parameters may be calcu-
lated using the respective modes. For example, using the
packet pair mode, it is possible to calculate an available
bandwidth of a network rather than an effective capacity of
the network. Like this, various network monitoring param-
eters can be calculated using the respective modes.

Referring back to FIG. 1 and FIG. 2, when a time difference
between the current time and a first packet inserted in the
probing queue 134 or the non-probing queue 137 is greater
than a predetermined sending queue delay threshold, the
packet transmitter 114 determines that there is a high prob-
ability of all packets of one frame having been generated, and
may start transmission of probing packets or non-probing
packets.

According to the number of probing packets in the probing
queue 134, the transmission type determiner 144 determines
whether to transmit the probing packets using the packet pair
mode or the packet train mode. For example, the transmission
type determiner 144 transmits the probing packets in the
probing queue 134 using the packet pair mode when the
number of probing packets is less than a predetermined train
threshold, and transmits the probing packets using the packet
train mode when the number of probing packets is greater
than the predetermined train threshold.

Here, a transmission method of probing packets is deter-
mined according to the number of probing packets so as to use
packets satisfying conditions of a probing packet among ser-
vice packets generated from the media engine (not shown) as
efficiently as possible. In other words, since service packets
generated from the media engine (not shown) do not have a
fixed size and a fixed generation time, the number of packets
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that satisfy the conditions of a probing packet and are inserted
in the probing queue 134 among the service packets is not
fixed over time either.

Thus, a train threshold is set to transmit probing packets in
the probing queue 134 using the packet train mode when the
number of probing packets is greater than the train threshold
(i.e., it is possible to transmit a large number of probing
packets at the same time), and transmit the probing packets
using the packet train mode when the number of probing
packets is less than the train threshold. In this way, the prob-
ing packets in the probing queue 134 can be used as efficiently
as possible.

At this time, the train threshold may be determined accord-
ing to a data bit rate. For example, when the data bit rate is
high, many service packets satisfying the conditions of a
probing packet are expected to be generated, such that the
train threshold can be set high. On the other hand, when the
data bit rate is low, few service packets satisfying the condi-
tions of a probing packet are expected to be generated, such
that the train threshold can be set low.

FIG. 4 is a diagram illustrating a state in which a train
threshold is determined according to an exemplary embodi-
ment. In this case, transmitted data is a video image, and a
threshold probing size is 1400 bytes.

Referring to FIG. 4, inthe case of an image having a bit rate
of'300 Kbps, 10 service packets satisfying the conditions of a
probing packet are generated from an I frame having the
highest data capacity. Here, the train threshold may be set to
10 or less. This is because, when the train threshold is set to
greater than 10, the corresponding service cannot generate a
packet train.

FIG. 5 to FIG. 7 are diagrams illustrating states in which a
train threshold is set according to a bit rate of an image frame.
Here, FIG. 5 to FIG. 7 show the distribution of probing
packets generated when bit rates of an image frame are 1400
Kbps, 700 Kbps and 300 Kbps, respectively.

Referring to FIG. 5 to FIG. 7, the higher a bit rate of an
image frame, the higher a generation frequency of probing
packets satistying a threshold probing size of 1400 bytes.
Thus, the higher a bit rate of an image frame, the higher a train
threshold is set. For example, when bit rates of an image
frame are 1400 Kbps, 700 Kbps and 300 Kbps, train thresh-
olds may be set to 23, 15 and 5, respectively.

Meanwhile, when probing packets in the probing queue
134 are initially transmitted to the second terminal 104, the
transmission type determiner 144 may use the packet pair
mode to calculate an effective capacity of the network. As
mentioned above, it is possible to adjust an interval between
packets in a packet train using the effective capacity of the
corresponding network. Since the effective capacity of the
corresponding network can be calculated using the packet
pair mode, the packet pair mode may be used to initially
transmit probing packets.

In addition, even if the number of probing packets in the
probing queue 134 is greater than the predetermined train
threshold, when a consecutive train transmission number
(i.e., the number of times of consecutively transmitting prob-
ing packets in a packet train method) is greater than a prede-
termined threshold, the transmission type determiner 144
may determine the packet pair mode rather than the packet
train mode as a transmission mode. In other words, when
probing packets are consecutively transmitted in the packet
train mode, an opportunity for transmitting probing packets in
the packet pair mode is missed. Thus, when a consecutive
train transmission number is greater than the predetermined
threshold, the opportunity for transmitting probing packets in
the packet pair mode may be given. In this case, the transmis-
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sion type determiner 144 counts a consecutive train transmis-
sion number again. For example, in the case of a high-defi-
nition image, there is a high probability that the sizes of
service packets generated from the media engine (not shown)
are greater than the predetermined threshold probing size, and
there are a large number of service packets satisfying the
conditions of a probing packet. Then, probing packets may be
consecutively transmitted in the packet train mode only, and
thus a threshold is set for a consecutive train transmission
number to give the opportunity for transmitting probing pack-
ets in the packet pair mode.

The packet pair transmitter 143 transmits probing packets,
which are determined by the transmission type determiner
144 to be transmitted in the packet pair mode, to the second
terminal 104 in the packet pair mode. When the packet pair
transmitter 143 transmits probing packets in the packet pair
mode, the packet pair transmitter 143 may insert probing
identification information (e.g., information indicating that
the corresponding packets are probing packets, and informa-
tion indicating that the corresponding packets are a packet
pair) in headers of the probing packets.

The packet pair transmitter 143 may initially transmit
probing packets using a default value as an interval between
packet pairs. After that, when an available bandwidth of the
corresponding network is calculated, the packet pair trans-
mitter 143 may adjust intervals between packet pairs by allo-
cating the available bandwidth of the network according to
the number of intervals between the packet pairs. As the
available bandwidth of the network, a value measured by the
second terminal 104 may be received from the second termi-
nal 104 when the first terminal 102 transmits probing packets
in the packet train mode.

The packet train transmitter 145 transmits probing packets,
which are determined by the transmission type determiner
144 to be transmitted in the packet train mode, to the second
terminal 104 in the packet train mode. When the packet train
transmitter 145 transmits probing packets in the packet train
mode, the packet train transmitter 145 may insert probing
identification information (e.g., information indicating that
the corresponding packets are probing packets, and informa-
tion indicating that the corresponding packets are a packet
train) in headers of the probing packets. The packet train
transmitter 145 puts a predetermined number or more of
probing packets into one group, and transmits the group of
probing packets.

The packet train transmitter 145 can adjust an interval
between packets in a packet train by calculating a time inter-
val between packets back from the effective capacity of the
corresponding network. Here, as the effective capacity of the
network, a value measured by the second terminal 104 may be
received from the second terminal 104 when the first terminal
102 transmits probing packets in the packet pair mode. If the
packet transmitter 114 initially transmits probing packets in
the packet pair mode, and the effective capacity of the net-
work is calculated, it is possible to adjust an interval between
packets in a packet train using the effective capacity when the
packet transmitter 114 subsequently transmits probing pack-
ets in the packet train mode.

Meanwhile, the effective capacity and the available band-
width of the network are updated and measured by the second
terminal 104 every time the first terminal 102 transmits prob-
ing packets in the packet pair mode or the packet train mode.
In this case, the packet pair transmitter 143 and the packet
train transmitter 145 adjust an interval between packet pairs
and an interval between packets in a packet train using the
updated effective capacity and available bandwidth, respec-
tively, thereby adjusting the interval between packet pairs and

10

15

20

25

30

35

40

45

50

55

60

65

8

the interval between packets in a packet train in reflection of
real-time network status. As a result, it is possible to obtain
accurate and reliable network monitoring results.

The non-probing packet transmitter 147 transmits non-
probing packets inserted in the non-probing queue 137 to the
second terminal 104.

The report message receiver 117 receives a report message
about network monitoring from the second terminal 104. In
the report message, at least one among effective capacity,
achievable throughput and available bandwidth of the corre-
sponding network, a channel quality indicator (CQI), channel
utilization, and network speed may be included. However,
network monitoring parameters are not limited to these, and
various other network monitoring parameters may be
included.

The report message receiver 117 may transfer the effective
capacity of the network in the received report message to the
packet train transmitter 145. Also, the report message receiver
117 may transfer the available bandwidth of the network in
the received report message to the packet pair transmitter 143.

FIG. 8 is a detailed block diagram of a second terminal
according to an exemplary embodiment. With reference to
FIG. 1 and FIG. 8, a constitution and operation of the second
terminal 104 will be described in detail below.

The packet receiver 121 receives packets transmitted by the
first terminal 102 via a wired and/or wireless network. For
example, the packet receiver 121 may receive probing packets
and non-probing packets transmitted by the first terminal 102.

The packet processor 123 includes a message processor
151 and a header queue 154. The message processor 151
determines whether a packet received by the packet receiver
121 is a probing packet or a non-probing packet. At this time,
according to whether or not probing identification informa-
tion is included in a header of the received packet, the mes-
sage processor 151 may determine whether the packet is a
probing packet or a non-probing packet.

When the packet received by the packet receiver 121 is a
probing packet, the message processor 151 extracts the
header (i.e., header information) from the probing packet and
stores the extracted header in the header queue 154. Also, the
message processor 151 extracts a payload from the probing
packet and transfers the extracted payload to a media engine
(not shown) of the second terminal 104. When the packet
received by the packet receiver 121 is a non-probing packet,
the message processor 151 transfers the non-probing packet
to the media engine (not shown) of the second terminal 104.

The measurer 125 includes a measurement type determiner
160, a pair storage 161, a first calculator 163, a train storage
165, a second calculator 167, and a CQI measurer 169.

The measurement type determiner 160 checks the probing
identification information from the header of the probing
packet stored in the header queue 154, and stores the header
of the probing packet transmitted in the packet pair mode in
the pair storage 161 and the header of the probing packet
transmitted in the packet train mode in the train storage 165.

When the packet receiver 121 receives probing packets, the
measurement type determiner 160 may count a reception
interval between the probing packets. In other words, when
the message processor 151 determines a packet received by
the packet receiver 121 as a probing packet, the measurement
type determiner 160 counts a time until the next probing
packet is received. Here, when the reception interval between
the probing packets is greater than a predetermined threshold,
the measurement type determiner 160 may generate a CQI
operation signal to the CQI measurer 169.

In other words, the measurement type determiner 160
serves to determine a measurement type such that the mea-
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surement type can be appropriately used for network moni-
toring according to a transmission mode of each probing
packet or a reception interval between probing packets. Here,
the measurement type determiner 160 determines a measure-
ment type according to a transmission mode of each probing
packet or a reception interval between probing packets. How-
ever, criteria of determination are not limited to these, and a
measurement type may be determined according to various
other criteria (e.g., the accuracy of a measurement method
dependent on a network environment).

Here, the reception interval between probing packets may
be greater than the predetermined threshold when the first
terminal 102 has no probing packet to transmit. In this case,
the first terminal 102 may generate a dummy packet to con-
tinvously perform network monitoring. However, when
dummy packets are generated for network monitoring, the
dummy packets additionally consume bandwidth of the net-
work. Thus, according to necessity, the second terminal 104
may continuously perform network monitoring using the CQI
measurer 169 without generating a dummy packet. When the
reception interval between probing packets is greater than the
predetermined threshold, whether or not to perform network
monitoring using the CQI measurer 169 may be determined
according to a setting of a user. When network monitoring is
set to be performed using the CQI measurer 169, the mea-
surement type determiner 160 generates a CQI operation
signal to the CQI measurer 169 as mentioned above. How-
ever, a setting of a user is not limited to this, and network
monitoring may not be performed for the corresponding time
according to a setting of a user.

The pair storage 161 stores headers of probing packets
transmitted in the packet pair mode among the probing pack-
ets received by the packet receiver 121. The train storage 165
stores headers of probing packets transmitted in the packet
train mode among the probing packets received by the packet
receiver 121.

The first calculator 163 may calculate the effective capac-
ity of the corresponding network using packet pairs stored in
the pair storage 161. The first calculator 163 may transfer the
calculated effective capacity of the network to the report
message transmitter 127. Here, a method of calculating the
effective capacity of the network is known art, and the
detailed description thereof will be omitted.

When the number of packet pairs stored in the pair storage
161 exceeds a predetermined threshold pair number, the first
calculator 163 may calculate the effective capacity of the
network using the packet pairs stored in the pair storage 161.
In other words, to improve the accuracy of the effective
capacity of the network, the effective capacity of the network
is calculated when the number of packet pairs stored in the
pair storage 161 exceeds the predetermined threshold pair
number.

Atthis time, using packet pairs that have been stored in the
pair storage 161 for a long time, it is not possible to reflect the
status of the network in real time. Thus, the first calculator 163
may manage history information about packet pairs stored in
the pair storage 161, and delete packet pairs that have been
stored in the pair storage 161 for a predetermined time or
more such that the packet pairs are not involved in calculation.

The second calculator 167 may calculate at least one of the
achievable throughput and the available bandwidth of the
corresponding network using a packet train stored in the train
storage 163. The second calculator 167 may transfer the cal-
culated achievable throughput and available bandwidth of the
network to the report message transmitter 127. Here, a
method of calculating the achievable throughput and the
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available bandwidth of the network is known art, and the
detailed description thereof will be omitted.

As described above, a predetermined number or more of
probing packets are put into one group and transmitted as a
packet train. At this time, the second calculator 167 may
calculate at least one of the achievable throughput and the
available bandwidth of the network with respect to each
group. However, when a probing packet in a packet train is
lost in a transmission process of the packet train, it is difficult
to correctly find a boundary between groups.

Ifthe achievable throughput and the available bandwidth of
the network are calculated with respect to a current group on
the assumption that all packets of the current group are
received when the next group arrives, the groups are trans-
mitted at a time interval, and there is as much time delay as the
time interval between the groups until the report message
transmitter 127 transmits a report message about network
monitoring to the first terminal 102.

Thus, when a sequence of a current packet (i.e., a packet
that corresponds to a header finally stored in the train storage
165 at the current point in time) is the same as the last
sequence of the corresponding group, the second calculator
167 determines the current packet as the last packet of the
group, and calculates the achievable throughput and the avail-
able bandwidth of the network. In addition, when the
sequence of the current packet is greater than the last
sequence of the group, the second calculator 167 determines
that packet loss has occurred and transmission of the corre-
sponding group has been finished, and calculates the achiev-
able throughput and the available bandwidth of the network
with respect to the group.

In other words, when the sequence of the current packet is
equal to or greater than the last sequence of the corresponding
group, the second calculator 167 calculates at least one of the
achievable throughput and the available bandwidth of the
network with respect to the group. In this case, it is possible to
reduce a time delay until the report message transmitter 127
transmits a report message about network monitoring to the
first terminal 102.

Here, the effective capacity of the network is calculated
using a packet pair, and the achievable throughput and the
available bandwidth of the network are calculated using a
packet train. However, network monitoring parameters are
not limited to these, and various other network monitoring
parameters may also be calculated using a packet pair and a
packet train.

When a CQI operation signal is received from the measure-
ment type determiner 160, the CQI measurer 169 may obtain
a CQI of a wireless channel connected with the second ter-
minal 104 and perform network monitoring. However, the
CQI measurer 169 does not necessarily perform network
monitoring when a CQI operation signal is received, and may
not perform network monitoring when it is determined that
network monitoring is not necessary. Here, whether or not the
CQI measurer 169 performs network monitoring may be
determined according to a setting of a user. Also, the CQI
measurer 169 may operate when the second terminal 104 is in
a wireless environment.

The CQI obtained by the CQI measurer 169 may include at
least one of, for example, a maximum bit rate, a channel active
time, a channel busy time, a signal level, and a noise level of
the corresponding network. The CQI measurer 169 may
transfer the CQI to the report message transmitter 127. Also,
the CQI measurer 169 may calculate network monitoring
parameters such as channel utilization and network speed
using the CQI, and then transfer the calculated network moni-
toring parameters to the report message transmitter 127.
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When network monitoring parameters are calculated by
the CQI measurer 169, network monitoring can be continu-
ously performed by the CQI measurer 169 of the second
terminal 104 without generating a dummy packet even if the
first terminal 102 has no probing packet to transmit. In this
case, it is possible to perform network monitoring without
additional consumption of a network bandwidth. This will be
described in detail with reference to FIG. 10 to FIG. 12. Here,
a CQI measurer is included in the second terminal 104. How-
ever, the disposition of a CQI measurer is not limited to the
second terminal 104, and may be included in the first terminal
102. In this case, when no service packet satisfying the con-
ditions of a probing packet is generated for a predetermined
time, the first terminal 102 may perform network monitoring
by generating a dummy packet or using the CQI measurer
prepared in the first terminal 102 according to a setting of a
user. Meanwhile, according to a setting of a user, network
monitoring may not be performed for the corresponding time.

The report message transmitter 127 transmits a report mes-
sage about network monitoring to the first terminal 102. In the
report message, at least one among effective capacity, achiev-
able throughput and available bandwidth of the correspond-
ing network, a CQI, channel utilization, and network speed
may be included.

In an exemplary embodiment, service packets are compat-
ibly used for probing, and no probing packets are additionally
generated and transmitted. Thus, a network bandwidth is not
additionally consumed in a network monitoring process. This
will be described with reference to FIG. 9.

FIG. 9 is a graph for comparing the amount of data traffic
generated when service packets are compatibly used for prob-
ing with the amount of data traffic generated when probing
packets are additionally used.

Referring to FIG. 9, the amounts of data traffic generated
when one person transmits data for one minute, one person
transmits data for 90 minutes, 10 persons transmit data for 90
minutes, and 100 persons transmit data for 90 minutes are
compared with each other. Here, the greater the number of
simultaneous users, the greater difference between the
amount of data traffic generated when service packets are
compatibly used for probing and the amount of data traffic
generated when probing packets are additionally used.

When the size of a service packet is greater than a prede-
termined threshold probing size, the service packet is used as
a probing packet. In this way, when service packets are gen-
erated with dynamically changing sizes in a terminal, a ser-
vice packet to be used for probing is filtered according to the
size of the service packet, and it is possible to obtain network
monitoring results in which network status is properly
reflected.

In addition, a transmission method of probing packets is
determined as the packet pair mode or the packet train mode
according to the number of probing packets, such that service
packets satistying conditions of a probing packet can be used
for network monitoring as efficiently as possible.

Furthermore, when probing packets are transmitted in the
packet pair mode or the packet train mode, an interval
between packet pairs and an interval between packets in a
packet train are adjusted using network monitoring results,
such that network status can be reflected in real time. Conse-
quently, it is possible to obtain accurate and reliable network
monitoring results.

Moreover, when a reception interval between probing
packets exceeds a predetermined threshold on a receiving
side (i.e., no probing packet is generated from a transmitting
side for a predetermined time), network monitoring is per-
formed using a CQI without generating a dummy packet,
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such that network monitoring can be continuously performed
without additionally consuming a network bandwidth.

FIG. 10 is a table showing results of measuring the sizes of
packets generated for one minute and time intervals between
the packets when a first terminal performs streaming trans-
mission of a moving picture having a bit rate of 700 Kbps to
a second terminal in a network monitoring system according
to an exemplary embodiment. Actually, 4,222 packets were
generated, but only some of them are shown in the table for
convenience of description.

Referring to FIG. 10, among the packets generated for one
minute, packets having sizes of 1400 bytes or more were used
as probing packets. Here, intervals between the packets were
irregular due to a generation pattern of service packets, con-
gestion of a network, etc., and thus there were cases in which
a time interval between probing packets was greater than a
predetermined threshold. In other words, red numbers indi-
cate that time intervals between probing packets were greater
than a predetermined threshold of 60,000,000 ns. This case
indicates that no packets satisfying the conditions of a prob-
ing packet were generated from the first terminal 102 for the
time intervals. When network monitoring is necessary even
for the time intervals, the second terminal 104 may perform
network monitoring using the CQI measurer 169 without
transmitting a dummy packet.

In related art (Korean Patent Laid-Open Publication No.
10-2006-0122901), when there is no service packetto beused
as a probing packet, or a shortage of service packets to be used
as probing packets, a transmitting side generates and trans-
mits dummy packets in the packet pair mode. In this case,
additional traffic is generated by the dummy packets in addi-
tion to service packets, and a network bandwidth is addition-
ally consumed.

In FIG. 10, an average time interval between packets cal-
culated except for time intervals between probing packets
exceeding the predetermined threshold is 12,745 ns, and an
average time interval between the packets that have time
intervals exceeding the predetermined threshold is 66,617,
653 ns. In 66,617,653 ns, it is possible to transmit 5,226pack-
ets when a time interval between the packets is set to 12,745
ns. Here, when related art is employed, 5,226 dummy packets
are generated in addition to service packets of the correspond-
ing service (i.e., 4,222 service packets).

FIG. 11 is table showing the amount of additional traffic
generated when a time interval between probing packets
exceeds a predetermined threshold, and dummy packets are
generated, and FI1G. 12 is a graph for comparing the amount of
additional traffic generated when a time interval between
probing packets exceeds a predetermined threshold, and
dummy packets are generated, with the amount of additional
traffic generated when the time interval between probing
packets exceeds the predetermined threshold, and a CQI mea-
surer is used.

Referring to FIG. 11 and FIG. 12, when a time interval
between probing packets exceeded a predetermined thresh-
old, and dummy packets were generated, additional traffic of
93,265 bytes was generated due to dummy packets generated
for one minute. Also, when a movie having a running time of
90 minutes was transmitted, additional traffic of 8,393,824
bytes was generated due to dummy packets. Assuming that
the corresponding network is used by 10 persons or 100
persons at the same time, additional traffic of 83,938,243
bytes or 839,382,428 bytes is generated due to dummy pack-
ets. In this way, when dummy packets are generated, addi-
tional traffic is generated due to the dummy packets. Here,
with an increase in simultaneous users, the additional traffic
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increases, and consumption of a network bandwidth
increases as much as the increase in additional traffic.

On the other hand, when a time interval between probing
packets exceeded the predetermined threshold, and a CQI
measurer was used, no dummy packet was generated, and
additional traffic was not generated. Thus, it is possible to
continuously perform network monitoring while preventing
additional consumption of network bandwidth.

FIG. 13 is a flowchart illustrating operation of a packet
classifier in a first terminal according to an exemplary
embodiment.

Referring to FIG. 13, the packet classifier 111 checks
whether or not there remains a packet to be transmitted to the
second terminal 104 (S101). For example, the packet classi-
fier 111 may check whether or not there remains a packet that
has been generated from the media engine (not shown) in the
first terminal 102 and will be transmitted to the second ter-
minal 104.

When it is checked in step S101 that there remains a service
packet to be transmitted to the second terminal 104, the packet
classifier 111 inserts meta-information in the service packet
(8103). For example, when a service packet is input from the
media engine (not shown), the packet classifier 111 may
insert meta-information in a header of the service packet.
Here, the meta-information inserted in the header of the ser-
vice packet may be, for example, reception time of the service
packet, a sequence number of the packet, and socket infor-
mation.

Subsequently, the packet classifier 111 compares the size
of'the service packet with a predetermined threshold probing
size (S105). When the comparison result of step S105 indi-
cates that the size of the service packet is greater than the
predetermined threshold probing size, the packet classifier
111 inserts the service packet in the probing queue 134
(8107). On the other hand, when the comparison result of step
S105 indicates that the size of the service packet is less than
the predetermined threshold probing size, the packet classi-
fier 111 inserts the service packet in the non-probing queue
137 (8109).

FIG. 14 is a flowchart illustrating operation of a packet
transmitter in a first terminal according to an exemplary
embodiment. Here, a case of transmitting probing packets in
the probing queue 134 is illustrated. A case of transmitting
non-probing packets in the non-probing queue 137 may be
performed separately from the former case.

Referring to FIG. 14, the packet transmitter 114 checks
whether or not there remains a probing packet in the probing
queue 134 (S201). When it is checked in step S201 that there
remains a probing packet in the probing queue 134, the packet
transmitter 114 compares the number of probing packets in
the probing queue 134 with a predetermined train threshold
(S203).

When the comparison result of step S203 indicates that the
number of probing packets in the probing queue 134 is less
than the predetermined train threshold, the packet transmitter
114 transmits the probing packets to the second terminal 104
in the packet pair mode (S205).

When the comparison result of step S203 indicates that the
number of probing packets in the probing queue 134 is greater
than the predetermined train threshold, the packet transmitter
114 checks whether or not a consecutive train transmission
number is greater than a predetermined threshold (S207).

When it is checked in step S207 that the consecutive train
transmission number does not exceed the predetermined
threshold, the packet transmitter 114 transmits the probing
packets to the second terminal 104 in the packet train mode
(S209). When it is checked in step S207 that the consecutive
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train transmission number exceeds the predetermined thresh-
old, the packet transmitter 114 transmits the probing packets
to the second terminal 104 in the packet pair mode (S205).

Meanwhile, when it is checked in step S201 that there
remains no probing packet in the probing queue 134, the
packet transmitter 114 checks whether or not transmission of
service packets to the second terminal 104 has been finished
(S211). When it is checked in step S211 that transmission of
service packets has not been finished, the process proceeds
back to step S201.

FIG. 15 is a flowchart illustrating operation of a packet
processor in a second terminal according to an exemplary
embodiment.

Referring to FIG. 15, the packet processor 123 checks
whether or not the packet receiver 121 has finished receiving
packets (S301). In other words, the packet processor 123
checks whether or not reception of probing packets and non-
probing packets transmitted from the first terminal 102 has
been finished.

When it is checked in step S301 that packet reception has
not been finished, the packet processor 123 checks whether or
not packets received by the packet receiver 121 are probing
packets (S303). At this time, the packet processor 123 may
determine whether a packet received by the packet receiver
121 is a probing packet or a non-probing packet according to
whether or not probing identification information has been
included in a header of the packet.

When it is checked in step S303 that the packet received by
the packet receiver 121 is a probing packet, the packet pro-
cessor 123 extracts the header (i.e., header information) from
the probing packet and stores the header in the header queue
154 (S305).

Subsequently, the packet processor 123 extracts a payload
from the probing packet (S307). The packet processor 123
transfers the extracted payload to the media engine (not
shown) of the second terminal 104 (S309).

Meanwhile, when it is checked in step S303 that the packet
received by the packet receiver 121 is not a probing packet
(i.e., is a non-probing packet), the packet processor 123 trans-
fers the non-probing packet to the media engine (not shown)
of'the second terminal 104 (S309).

FIG. 16 is a flowchart illustrating a network monitoring
operation in a second terminal according to an exemplary
embodiment.

Referring to FIG. 16, the measurement type determiner
160 checks whether or not a reception interval between prob-
ing packets exceeds a predetermined threshold (S401). When
it is checked in step S401 that the reception interval between
probing packets exceeds the predetermined threshold, the
measurement type determiner 160 generates a CQI operation
signal to the CQI measurer 169 such that network monitoring
can be performed using the CQI measurer 169 (S403).

Then, the CQI measurer 169 may obtaina CQI of a wireless
channel connected with second terminal 104, calculate net-
work monitoring parameters, such as channel utilization and
network speed, using the obtained CQI, and then transfer the
calculated network monitoring parameters to the report mes-
sage transmitter 127 (S421). Meanwhile, whether or not the
CQI measurer 169 performs network monitoring may be
determined according to a setting of a user.

When it is checked in step S401 that the reception interval
between probing packets does not exceed the predetermined
threshold, the measurement type determiner 160 checks
whether or not there is a header in the header queue 154
(S405). When it is checked in step S405 that there is a header,
the measurement type determiner 160 checks whether a trans-
mission mode of the corresponding probing packet is the
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packet pair mode or the packet train mode (S407). At this
time, the measurement type determiner 160 may check the
transmission mode of the probing packet using probing iden-
tification information included in the header.

When it is checked in step S407 that the transmission mode
of the probing packet is the packet pair mode, the measure-
ment type determiner 160 stores the header of the probing
packet in the pair storage 161 (S409).

Subsequently, the measurer 125 checks whether or not the
number of packet pairs stored in the pair storage 161 exceeds
a predetermined threshold pair number (S411). When it is
checked in step S411 that the number of packet pairs exceeds
the predetermined threshold pair number, the measurer 125
calculates an effective capacity of the corresponding network
using the packet pairs stored in the pair storage 161 (S413).

When it is checked in step S407 that the transmission mode
of the probing packet is the packet train mode, the measure-
ment type determiner 160 stores the header of the probing
packet in the train storage 165 (S415).

Subsequently, the measurer 125 checks whether or not a
sequence of a packet corresponding to a header finally stored
in the train storage 165 is equal to or greater than the last
sequence of the corresponding group at the current point in
time (S417).

When it is checked in step S417 that the sequence of the
packet corresponding to the header finally stored in the train
storage 165 is equal to or greater than the last sequence of the
corresponding group at the current point in time, the measurer
125 calculates an achievable throughput and an available
bandwidth of the network using a packet train stored in the
train storage 165 (S419).

Subsequently, the measurer 125 transfers the calculated
effective capacity, achievable throughput and available band-
width to the report message transmitter 127 (S421).

Meanwhile, when it is checked in step S405 that there is no
header in the header queue 154, the measurement type deter-
miner 160 checks whether or not packet reception has been
finished (S423). When it is checked in step S423 packet
reception has not been finished, the process proceeds back to
step S401.

In exemplary embodiments, service packets are compat-
ibly used for probing. Thus, no probing packet is additionally
generated and transmitted, and network bandwidth is not
additionally consumed in a network monitoring process.
Here, when the size of a service packet is greater than a
predetermined threshold probing size, the service packet is
used as a probing packet. In this way, when service packets
are generated with dynamically changing sizes in a terminal,
a service packet to be used for probing is filtered according to
the size of the service packet, and it is possible to obtain
network monitoring results in which network status is prop-
erly reflected.

In addition, a transmission method of probing packets is
determined as the packet pair mode or the packet train mode
according to the number of probing packets, such that service
packets satisfying the conditions of a probing packet can be
used for network monitoring as efficiently as possible.

Furthermore, when probing packets are transmitted in the
packet pair mode or the packet train mode, an interval
between packet pairs and an interval between packets in a
packet train are adjusted using network monitoring results,
such that network status can be reflected in real time. Conse-
quently, it is possible to obtain accurate and reliable network
monitoring results.

Moreover, when a reception interval between probing
packets exceeds a predetermined threshold on a receiving
side (i.e., no probing packet is generated from a transmitting
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side for a predetermined time), network monitoring is per-
formed using a CQI without generating a dummy packet,
such that network monitoring can be continuously performed
without additionally consuming network bandwidth.

It will be apparent to those skilled in the art that various
modifications can be made to the above-described exemplary
embodiments without departing from the spirit or scope of the
inventive concept. Thus, it is intended that the inventive con-
cept covers all such modifications provided they come within
the scope of the appended claims and their equivalents.

What is claimed is:

1. A transmitting side terminal, comprising:

a packet classifier configured to classify input service

packets, used for a communication service to transmit
data to a receiving side terminal over a network using a
network bandwidth, as probing packets or non-probing
packets, based on one or more respective features of the
service packets, the probing packets being compatibly
used for the communication service and probing to
monitor the network without additionally consuming the
network bandwidth; and

a packet transmitter configured to selectively transmit the

probing packets and the non-probing packets,

wherein the packet classifier classifies a given input service

packet of the input service packets as one of the probing
packets when the given input service packet has a
respective size greater than a predetermined probing size
threshold, and classifies the given input service packet as
a non-probing packet when the respective size is less
than the predetermined probing size threshold.

2. The transmitting side terminal of claim 1, wherein the
packet transmitter transmits the classified probing packets in
a packet train mode, in which a packet train comprising a
group of probing packets having a predetermined time inter-
val therebetween is transmitted, when a number of the prob-
ing packets is greater than a predetermined train threshold,
and transmits the classified probing packets in a packet pair
mode, in which a pair of probing packets are transmitted
together, when the number of probing packets is less than the
predetermined train threshold.

3. The transmitting side terminal of claim 2, wherein, when
anumber of transmission of the packet train in the packet train
mode exceeds a predetermined threshold, the packet trans-
mitter transmits the probing packets in the packet pair mode.

4. The transmitting side terminal of claim 1, further com-
prising a report message receiver configured to receive a
report message pertaining to a network between the transmit-
ting side terminal and a receiving side terminal receiving the
probing packets from the receiving side terminal, wherein the
message indicates one or more of an effective network capac-
ity of the network, an achievable network throughput of the
network, and an available network bandwidth of the network.

5. The transmitting side terminal of claim 4, wherein, when
the packet transmitter transmits the probing packets in the
packet pair mode, the packet transmitter adjusts intervals
between packet pairs based on a number of intervals between
the packet pairs and the indicated available network band-
width.

6. The transmitting side terminal of claim 4, wherein, when
the packet transmitter transmits the probing packets in a
packet train mode, in which a packet train comprising a group
of'probing packets having a predetermined time interval ther-
ebetween is transmitted, the packet transmitter adjusts an
interval between the packets in a packet train by calculating a
time interval between packets based on the indicated effective
network capacity.
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7. The transmitting side terminal of claim 1, wherein the
packet transmitter inserts probing identification information
in the probing packet headers and then transmits the probing
packets.

8. A receiving side terminal, comprising:

a packet receiver configured to receive service packets

from a transmitting side terminal;

a packet processor configured to:

determine a given received service packet of the received
service packets, used for a communication service to
transmit data to a receiving side terminal over a net-
work using a network bandwidth, as a received prob-
ing packet of a plurality of probing packets in
response to detecting of probing identification infor-
mation in a header of the given received service
packet, the probing packets being compatibly used for
the communication service and for probing to monitor
the network without additionally consuming the net-
work bandwidth, and

extract and store respective headers of the probing pack-
ets; and

a measurer configured to measure a network monitoring

parameter using information included in the respective
headers of the probing packets,

wherein the transmitting side terminal inserts the probing

identification information into the header of a given
service packet when the given service packet has a
respective size greater than a predetermined probing size
threshold, and does not insert the probing identification
information into the header of the given service packet
when the respective size is less than the predetermined
probing size threshold.

9. The receiving side terminal of claim 8, wherein the
measurer includes a measurement type determiner configured
to store the respective headers of the probing packets in one of
a first storage for storing headers of probing packets trans-
mitted in a packet pair mode and a second storage for storing
headers of probing packets transmitted in a packet train mode,
according to transmission modes of the probing packets
included in the probing identification information,

wherein a pair of probing packets are transmitted together

in the packet pair mode and a packet train comprising a
group of probing packets having a predetermined time
interval therebetween is transmitted in the packet train
mode.

10. The receiving side terminal of claim 9, wherein, when
a number of packet pairs stored in the first storage exceeds a
predetermined threshold pair number, the measurer calcu-
lates an effective network capacity using the stored packet
pairs.

11. The receiving side terminal of claim 9, wherein, when
a respective sequence number of a packet corresponding to a
header last stored in the second storage is equal to or greater
than a last sequence number of the group constituting the
packet train at a current point in time, the measurer calculates
at least one of an achievable network throughput and an
available network bandwidth using the group constituting the
packet train.

12. The receiving side terminal of claim 9, wherein:

the measurer measures a reception interval between the

probing packets, and generates a channel quality indica-
tor (CQI) operation signal when the reception interval
exceeds a predetermined threshold, and

the measurer obtains a CQI of a wireless channel con-

nected with the terminal using a CQI measurer when the
CQI operation signal is generated.
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13. A method of monitoring a network, comprising:

classifying, at a transmitting side terminal, service packets,
used for a communication service to transmit data to a
receiving side terminal over a network using a network
bandwidth, as probing packets or non-probing packets
according to one or more respective features of the ser-
vice packets, and transmitting the service packets, the
probing packets being compatibly used for the commu-
nication service and for probing to monitor the network
without additionally consuming a network bandwidth,

determining, at a receiving side terminal, whether the ser-
vice packets received from the transmitting side terminal
are probing packets; and

when the received service packets are probing packets,

extracting headers of the probing packets, and measur-

ing a network monitoring parameter using information

included in the extracted headers of the probing packets,

wherein the classifying of the service packets comprises:
checking, at the transmitting side terminal, whether or
not a respective size of a given service packet of the
service packets exceeds a predetermined probing size
threshold;
when the respective size of the given service packet
exceeds the predetermined probing size threshold,
classifying the given service packet as one of the
probing packets; and
when the respective size of the given service packet does
not exceed the predetermined threshold probing size,
classifying the given service packet as one of the
non-probing packets.
14. The method of claim 13, wherein the transmitting of the
probing packets comprises:
checking whether a number of the probing packets exceeds
a predetermined train threshold; and

when the number of the probing packets does not exceed
the predetermined train threshold, transmitting the prob-
ing packets in a packet pair mode, in which a pair of
probing packets are transmitted together.

15. The method of claim 14, wherein the transmitting of the
probing packets further comprises, after the checking of
whether the number of the probing packets exceeds the pre-
determined train threshold:

when the number of the probing packets exceeds the pre-

determined train threshold, checking whether when a
number of transmission of a packet train in a packet train
mode exceeds a predetermined threshold, wherein a
packet train comprising a group of probing packets hav-
ing a predetermined time interval therebetween is trans-
mitted in the packet train mode; and

transmitting the probing packets in the packet pair mode

when the number of transmission of the packet train
exceeds the predetermined threshold, and transmitting
the probing packets in the packet train mode, when the
number of transmission of the packet train does not
exceed the predetermined threshold.

16. The method of claim 13, wherein the transmitting of the
probing packets comprises inserting probing identification
information, in the respective headers of the probing packets,
and then transmitting the probing packets.

17. The method of claim 16, wherein the measuring of the
network monitoring parameter includes:

storing, at the receiving side terminal, the respective head-

ers of the probing packets in one of a first storage for
storing headers of probing packets transmitted in a
packet pair mode and a second storage for storing head-
ers of probing packets transmitted in a packet train mode
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according to transmission modes of the probing packets
included in the probing identification information;

checking whether a number of the stored packet pairs
exceeds a predetermined threshold pair number; and

when the number of packet pairs exceeds the predeter-
mined threshold pair number, calculating an effective
network capacity using the stored packet pairs,

wherein a pair of probing packets are transmitted together
in the packet pair mode and a packet train comprising a
group of probing packets having a predetermined time
interval therebetween is transmitted in the packet train
mode.

18. The method of claim 17, further comprising, after the
calculating of the effective network capacity:

transmitting, from the receiving side terminal, an indica-

tion of the effective network capacity of the network, to
the transmitting side terminal; and

when the transmitting side terminal transmits the probing

packets in the packet train mode, calculating a time
interval between packets based on the indicated effective
capacity and adjusting an interval between the packets in
the packet train.

19. The method of claim 17, wherein the measuring of the
network monitoring parameter further comprises, after the
storing of the headers of the probing packets in the one of the
first storage and the second storage:

checking, at the receiving side terminal, whether a

sequence number of a packet corresponding to a header
last stored in the second storage is equal to or greater
than a last sequence number of the group constituting the
packet train at a current point in time; and
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when the sequence number of the packet corresponding to
the header last stored in the second storage is equal to or
greater than the last sequence number of the group con-
stituting the packet train at the current point in time,
calculating at least one of an achievable network
throughput and an available network bandwidth using
the group constituting the packet train.

20. The method of claim 19, further comprising, after the
calculating of the at least one of the achievable network
throughput and the available network bandwidth:

transmitting, from the receiving side terminal, an indica-

tion of the available network bandwidth to the transmit-
ting side terminal; and

when the transmitting side terminal transmits the probing

packets in the packet pair mode, adjusting intervals
between the packet pairs according to a number of inter-
vals between the packet pairs and the indicated available
network bandwidth.

21. The method of claim 13, further comprising, after the
determining of whether the service packets received from the
transmitting side terminal are probing packets:

measuring, at the receiving side terminal, a reception inter-

val between the probing packets;

checking, at the receiving side terminal, whether the recep-

tion interval between the probing packets exceeds a pre-
determined threshold; and

when the reception interval between the probing packets

exceeds the predetermined threshold, obtaining a chan-
nel quality indicator (CQI) of a wireless channel con-
nected with the receiving side terminal.
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