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57 ABSTRACT

An exemplary embodiment of the present disclosure provides
an ontology enhancement method. Firstly, at least an input
information request is received. Then, based on an ontology,
each input information request is expanded to produce at least
an expanded information request of each corresponding input
information request. Based on a searching model, according
to each expanded information request, a file collection is
searched to obtain searching results of each corresponding
expanded information request. Then, according to each
searching result, a plurality of candidate knowledge concepts
of each corresponding searching result are extracted. Next,
the candidate knowledge concepts of each searching result
are selectively added into the ontology.

18 Claims, 12 Drawing Sheets
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1
ONTOLOGY ENHANCEMENT METHOD AND
SYSTEM

BACKGROUND

1. Technical Field

The present disclosure relates to a data enhancement
method and system thereof, in particular, to an ontology
enhancement method and system thereof.

2. Description of Related Art

With the approach of the current information era, the
amount of the information is rapidly increasing every day. If
there are no appropriate methods for managing the informa-
tion well, the knowledge contained in the information cannot
be rapidly utilized by the user. Regardless of specific fields of
any kinds, the ontology can be utilized to categorize knowl-
edge concepts of the specific filed.

The ontology is a manner for presenting the knowledge
concepts, and is widely used in several specific fields. The
ontology concisely presents the knowledge concepts
included in the specific field and the relationship among the
knowledge concepts. Currently, during the process for estab-
lishing the ontology, there are no unified standards and meth-
ods. In the process for establishing the ontology, a plurality of
experts of the specific fields must join, and with the develop-
ment of the specific filed knowledge, the content of the ontol-
ogy should be modified or further enhanced. Thus, it cost
exhaustive time and human labor for developing the ontology.

SUMMARY

To reduce the cost of time and human labor for establishing
an ontology of a specific field, exemplary embodiments of the
present disclosure provide an ontology enhancement method
and system thereof which use the information querying tech-
nology.

An exemplary embodiment of the present disclosure pro-
vides an ontology enhancement method. Firstly, at least an
input information request is received. Then, based on an
ontology, each input information request is expanded to pro-
duce at least an expanded information request of each corre-
sponding input information request. Based on a searching
model, according to each expanded information request, a file
collection is searched to obtain searching results of each
corresponding expanded information request. Then, accord-
ing to each searching result, a plurality of candidate knowl-
edge concepts of each corresponding searching result are
extracted. Next, the candidate knowledge concepts of each
searching result are selectively added into the ontology.

An exemplary embodiment of the present disclosure pro-
vides an ontology enhancement system comprising a server.
The server comprises an information request expanding mod-
ule, an information searching module, and an enhancement
module. Based on an ontology, the information request
expanding module expands each input information request to
produce at least an expanded information request of each
corresponding input information request. Based on a search-
ing model, according to each expanded information request,
the information searching module searches a file collection to
obtain searching results of each corresponding expanding
information request, and according to each searching result,
the information searching module extracts a plurality of can-
didate knowledge concepts of each corresponding searching
result. The enhancement module selectively adds the candi-
date knowledge concepts of each searching result into the
ontology.
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To sum up, the ontology enhancement method provided by
an exemplary embodiment of the present disclosure can
expand input information request input by the user based on
the knowledge concepts of the ontology, and utilize the infor-
mation querying technology to obtain the required enhanced
knowledge concepts fast and accurately. Thus, the ontology
enhancement method and system thereof can reduce the cost
of time and human labor when the ontology of the specific
field is established.

In order to further understand the techniques, means and
effects of the present disclosure, the following detailed
descriptions and appended drawings are hereby referred, such
that, through which, the purposes, features and aspects of the
present disclosure can be thoroughly and concretely appreci-
ated; however, the appended drawings are merely provided
for reference and illustration, without any intention to be used
for limiting the present disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are included to provide a
further understanding of the present disclosure, and are incor-
porated in and constitute a part of this specification. The
drawings illustrate exemplary embodiments of the present
disclosure and, together with the description, serve to explain
the principles of the present disclosure.

FIG. 1 is a flow chart of an ontology enhancement method
according to an exemplary embodiment of the present disclo-
sure.

FIG. 2 is a schematic diagram of an ontology enhancement
system according to an exemplary embodiment of the present
disclosure.

FIG. 3 is schematic diagram showing an ontology of a
building information modeling in Chinese according to an
exemplary embodiment of the present disclosure.

FIG. 41is a schematic diagram showing an ontology accord-
ing to an exemplary embodiment of the present disclosure.

FIG. 5 is a schematic diagram illustrating that weighting
values are assigned to knowledge concepts in an ontology in
response to the input information request according to an
exemplary embodiment of the present disclosure.

FIG. 6 is a schematic diagram illustrating the Chinese term
“r g4 P (the term in English is “engineering
design change”) is segmented by a bigram segmentation
according to an exemplary embodiment of the present disclo-
sure.

FIG. 7 is a schematic diagram illustrating the Chinese term
“rqg F I (the term in English is “engineering
design change™) is segmented by a trigram segmentation
according to an exemplary embodiment of the present disclo-
sure.

FIG. 8 is a flow chart of a method for selectively adding the
candidate knowledge concepts of each searching result into
the ontology according to an exemplary embodiment of the
present disclosure.

FIG. 9 is a schematic diagram showing the ranks of key-
words associated with the knowledge concepts in Chinese
according to an exemplary embodiment of the present disclo-
sure.

FIG. 10 is a schematic diagram illustrating the result that
the ontology of the building information modeling in Chinese
is first time enhanced according to an exemplary embodiment
of the present disclosure.

FIG. 11 is a schematic diagram illustrating the result that
the ontology of the building information modeling in Chinese
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is second time enhanced according to an exemplary embodi-
ment of the present disclosure.

FIG. 12 is a schematic diagram illustrating the result that
the ontology of the building information modeling in Chinese
is fourth time enhanced according to an exemplary embodi-
ment of the present disclosure.

FIG. 13 is schematic diagram showing an ontology of an
environmental material in Chances according to an exem-
plary embodiment of the present disclosure.

FIG. 14 is a schematic diagram illustrating the result that
the ontology of the environmental material in Chinese is
enhanced according to an exemplary embodiment of the
present disclosure.

DESCRIPTION OF THE EXEMPLARY
EMBODIMENTS

To reduce the cost of time and human labor for establishing
an ontology of a specific field, exemplary embodiments of the
present disclosure provide an ontology enhancement method
and system thereof which use the information querying tech-
nology. The ontology enhancement method can expand the
information request according to the ontology, and utilize the
information querying technology to search a file collection
according to the expanded information request, so as to obtain
searching results. Next, according to each searching result,
candidate knowledge concepts of each corresponding search-
ing result are extracted. Then, the candidate knowledge con-
cepts are selectively added into the ontology. To describe the
concepts of the present disclosure definite, the following
exemplary embodiments which can be carried out are illus-
trated.

FIG. 1 is a flow chart of an ontology enhancement method
according to an exemplary embodiment of the present disclo-
sure. In the exemplary embodiment, the input information
request and the expanded information request can be query
phrases of phrase querying search. When the user operates the
information searching system, the user can use the simple
phrase query to present his or her input information request,
such that the current ontology can be enhanced according to
the input information request. In addition, the ontology
enhancement method can be executed by an electronic appa-
ratus with computing ability (such as a server), but the present
disclosure is not limited thereto. Moreover, the types of the
input information request and the expanded information
request are not used to limit the present disclosure, and infor-
mation of other types, such as the image, the pattern, and the
sound can be served as the input information request and the
expanded information request in the exemplary embodiment
of the present disclosure.

Firstly, at step S11, the server receives at least an input
information request. It is noted that the user can use the user
terminal to input the input information request, and the user
terminal can be linked to the server through the network, such
that the input information request can be transmitted to the
server, or alternatively, the user can directly input the input
information request into the server. In short, the generation of
the input information request is not used to limit the present
disclosure.

Next, at step S12, based on an ontology, the server expands
each input information request to produce at least an
expanded information request of each corresponding input
information request. Based on the input information request,
the server lookups knowledge concepts in the ontology which
are related to the input information request to expand the
input information request, thus the expanded information
request is produced, and the related details are described in
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the later descriptions. It is noted that the ontology can be
stored in the database of the server, or alternatively the server
can acquire the ontology from the database of the external
storage device linked to the server. In short, the storing posi-
tion of the ontology is not used to limit the present disclosure.

Next, at step S13, based on a searching model, according to
each expanded information request, the server searches a file
collection to obtain searching results of each corresponding
expanded information request. The file collection contains
collected documents of the specific field, and is provided to
the server to search. The server calculates the relation
between the information request and the file collection, so as
to find documents more matching to the expanded informa-
tion request, and then the server ranks the searched docu-
ments according to the relation levels between the searched
documents and the expanded information request, so as to
generate the searching results of the expanded information
request. It is noted that storing position of the file collection is
also not used to limit the present disclosure, and the file
collection can be stored in the database of the server or the
database of external storage device. In addition, the searching
model can be a vector space searching model, but the present
disclosure is not limited thereto.

Next, at step S14, according to each searching result, the
server extracts candidate knowledge concepts of each corre-
sponding searching result. The candidate knowledge con-
cepts are keywords extracted from the searched documents of
the searching result when the knowledge concepts are served
as the expanded information request. It is noted that a seg-
mentation method (such an n-gram segmentation method) is
utilized to extract the several top high rank keywords as the
candidate knowledge concepts of the corresponding
expanded information request from the documents of the
searching result.

At step S15, the server selectively adds the candidate
knowledge concepts of each searching result into the ontol-
ogy. Briefly, the candidate knowledge concepts of the
expanding information requests may be repetitive or have
been added into the ontology, and thus server selectively adds
the candidate knowledge concepts into the ontology accord-
ing to a specific selection manner. Additionally, one imple-
mentation of the above specific selection manner is illustrated
in the later description accompanied with FIG. 8, but it is
noted that the specific selection manner is not used to limit the
present disclosure.

Then, at step S16, the server determines whether the
enhanced ontology should be modified. If the server deter-
mines that the enhanced ontology should be modified, step
S17 is executed; otherwise, step S18 is executed. The server
can provide a user interface to the user, such that the user can
feedback the information in light of the result of the enhanced
ontology. Through the feedback information of the user in
light of the candidate knowledge concepts of the enhanced
ontology every time, the statements and positions of the can-
didate knowledge concepts in the enhanced ontology are
ensured being appropriate.

At step S17, the server modifies the enhanced ontology. If
the statements or positions of the candidate knowledge con-
cepts in the enhanced ontology are not appropriate, the user
can feedback the information of recommended revise via the
user interface, and the server can modify the enhanced ontol-
ogy according to the recommended revise. If the statements
and positions of the candidate knowledge concepts in the
enhanced ontology are appropriate, step S18 is executed.
However, it is noted that the existence and implementation of
steps S16 and S17 are not used to limit the present disclosure.
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For example, step S17 can be changed to that the server
simply discards the enhanced ontology this time.

Next, at step S18, the server determines whether the ontol-
ogy should be enhanced again. If the server determines that
the ontology should be enhanced again, step S12 will be
executed again; otherwise, the server terminates the ontology
enhancement method, and generates the ontology of the spe-
cific field. The server can provide the user interface to the
user, and via the user interface, the user can evaluate that the
enhanced ontology is complete enough to represent the spe-
cific field, so as to determine whether the ontology should be
enhanced again. If the ontology should be enhanced again,
steps S12 through S15 will be executed again, and the current
enhanced ontology is used in the next ontology enhancement
process.

It is noted that the quantity of the user participating in
feedback can be plurality, and the user can be a general user or
a specific field expert, and different weighting values are
assigned to the general user and the specific field expert. The
server adds the feedback weighting values from the user, and
determines whether the total feedback weighting value is
larger than a threshold value, wherein the threshold value is
determined according to the quantity of the users. If the total
feedback weighting value is larger than the threshold value,
the server will modify or enhance the ontology again; other-
wise, the server will not modify or enhance the ontology
again.

Referring to FIG. 2, FIG. 2 is a schematic diagram of an
ontology enhancement system according to an exemplary
embodiment of the present disclosure. In the exemplary
embodiment, the ontology enhancement system 2 at least
comprises a user terminal 23 and a server 21. The server 21 is
linked to the user terminal 23 via the network 22, or directly
linked to the user terminal 23. As mentioned above, in the
other exemplary embodiment, the user can directly input the
input information request to the server 21, and thus the user
terminal 23 is not the required component of the ontology
enhancement system 2. In short, the quantity and existence of
the user terminal 23 are not used to limit the present disclo-
sure.

The user terminal 23 comprises an input module 231. The
input module 231 provides the user to input the input infor-
mation request, and receives the feedback weighting value
from the user, wherein the feedback weighting value is used
to determine whether the enhanced ontology should be modi-
fied or enhanced again. The display module 232 displays the
user interface provided by the user interface, and the user
interface provides the user to know the enhanced ontology.

The server 21 comprises a database 211, an information
request expanding module 212, an information searching
module 213, and an enhancement module 214. The database
211 stores the ontology 2111 and the file collection 2112. As
mentioned above, the database 211 can be removed, and the
ontology 2111 and the file collection 2112 can be stored in the
database of the external storage device. Even, the ontology
2111 and the file collection 2112 can respectively stored in
the database 211 and the database of the external storage
device. In short, the storing position of the ontology 2111 and
the file collection 2112 are not used to limit the present
disclosure.

The information request expanding module 212 can
expand each input information request based upon the ontol-
ogy 2111 to generate at least an expanding information
request of each input information request. Based upon a
searching model, the information searching module 213
searches the file collection 2112 according to each expanding
information request based to obtain the searching result of
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each expanding information request. Next, the information
searching module 213 further extracts corresponding candi-
date knowledge concepts of each searching result according
to each searching result.

The enhancement module 214 selectively adds candidate
knowledge concepts of each searching result into the ontol-
ogy 2111. Additionally, the enhancement module 214 further
determines whether the enhanced ontology 2111 should be
modified, and whether the ontology 2111 should be enhanced
again. If'that the enhanced ontology 2111 should be modified
or further enhanced is determined, the enhancement module
214 modifies the enhanced ontology 2111, or indicates the
information request expanding module 212 to expand each
input information request based upon on the enhanced ontol-
ogy 2111 to generate at least an expanding information
request of each input information request, such that the ontol-
ogy 2111 is enhanced again. Until the completeness of the
enhanced ontology 2111 meets the requirement, the ontology
enhancement system 2 continuously enhances the ontology
2111.

Inthe exemplary embodiment of the present disclosure, the
ontology 2111 can be for example the ontology of the build-
ing information modeling or the head symptom. It is noted
that the specific filed of the ontology 2111 is not used to limit
the present disclosure.

Referring to FIG. 3, FIG. 3 is schematic diagram showing
an ontology of a building information modeling in Chinese
according to an exemplary embodiment of the present disclo-
sure. It is noted that the following exemplary embodiment
uses the ontology of the building information modeling in
Chinese for example, but the present disclosure is not limited
thereto. The ontology is built by knowledge concepts,
wherein the knowledge concepts are obtained by summariz-
ing and analyzing file data relative to the building information
modeling, and these knowledge concepts are used to form the
ontology of the building information modeling.

If the user wants to enhance the ontology in FIG. 3, and

inputs the Chinese terms “# % & 3 # 4l » (the term in
English is “building information modeling™) and *“ % 3£  (the
term in English is “operation”) as the query phrases of the
input information request, the ontology enhancement method
or system will consider that the user want to search the files
related to “# i (the term in English is “operation”) in “
7 % & 4 2~ (the term in English is “building informa-
tion modeling”) field.

According to the above ontology enhancement method, the
knowledge concepts related to “ & £ ” (the term in English is
“operation”) in the ontology are searched, and the input infor-
mation request is expanded accordingly to generate the
expanding information request. In the exemplary embodi-
ment, the knowledge concepts related to “ % i ” (the term in
English is “operation”) under the level of “ % :& ” (the term in
English is “operation”) are selected as some of the expanding
information requests, and thus the expanding information
requests can have more information. In other words, the
expanding information requests are query phrases associated

AE KA

with the knowledge concepts of “ 32 2 4 32 37, 4% (the term
in English is “building management records”), « 7 % 4 45~
(the term in English is “building performance™), *

% 4 ¥ 4 32 (the term in English is “equipment main-
tenance management”), and “ %4 3£ ” (the term in English is
“operation”).

Due to that the relations of the knowledge concepts at
different levels in the ontology and the knowledge concept of
“% 3 (the term in English is “operation”) are not identical
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to each other, thus the knowledge concepts selected as the
expanding information requests may have different weight-
ing coefficients based upon the structure of the ontology in
FIG. 3. In the exemplary embodiment of the present disclo-
sure, the weighting coefficients assignment manner assigns
the weighting coefficients to the knowledge concepts at the
inferior levels associated with the level of the input informa-
tion request input by the user. However, it is noted that the
weighting coefficients assignment manner is not used to limit
the present disclosure.

Referring to FIG. 4 and FIG. 5, FIG. 4 is a schematic
diagram showing an ontology according to an exemplary
embodiment of the present disclosure, and FIG. 5 is a sche-
matic diagram illustrating that weighting values are assigned
to knowledge concepts in an ontology in response to the input
information request according to an exemplary embodiment
of the present disclosure. When the structure of the ontology
is shown as FIG. 4, each node represents of a knowledge
concept, and the input information request input by the user
represented by the node E, the weighting coefficients assign-
ment manner searches the nodes without any children node
under the level of the node E. In the exemplary embodiment,
the nodes without any children node are nodes P, Q, R, S, T,
and U. The more children nodes the node has, the more
knowledge concepts the node has, and the more important the
node is. Thus, the nodes without any children node are ini-
tialized to have weighting coefficients of 1. Next, the weight-
ing coefficients of the nodes are accumulated to their father
node.

For example, node M is the father node of the nodes S, T,
and U, and thus the weighting coefficient of the node M is 3.
By the similar manner, the weighting coefficient of the node
K is 2, and the weighting coefficient of the node L is 1. Next,
the weighting coefficients of the nodes K, L, and M are
accumulated to their father node E, thus the weighting coef-
ficient of the node E is 6, and the weighting coefficients of the
other nodes are 0 (as shown in FIG. 5).

After obtaining the weighting map of the node E, another

52

input information request, “ & % & 4 & > (the term in
English is “building information modeling”), input by the
user is considered. Since the input information requests of
7 % & 3 2 7 (the term in English is “building informa-
tion modeling”) and the node E are input by the user, both of
the input information requests have the identical importance.
Thus, the weighting coefficient of the node E is assigned to

the node of “ 2 £ % A &~ (the term in English is “build-
ing information modeling™), i.e. the weighting coefficient of
the node E is the same as weighting coefficient of “

7 % & 4 2 7 (the term in English is “building informa-
tion modeling”). Because “# % & # 4 &  (the term in
English is “building information modeling™) is the most top

knowledge concept of the ontology of the building informa-
tion modeling, the knowledge concept of node A in the exem-

™

plary embodiment of FIG. 4 is “ 2 % & 3 # & > (the term
in English is “building information modeling”).

Therefore, the weighting coefficient of the node E is
assigned to node A, i.e. the weighting coefficient of the node
A is 6. To make each input information request have the
identical importance, the weighting map is normalized, such
that the total weighting coefficient of the weighting map is 1,
to maintain each input information request to have the iden-
tical importance.

According to the above steps, the input information request
of the user can be expanded based upon the ontology to
generate expanding information request. The expanding
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information request (comprising weighting coefficients and
knowledge concepts) in the exemplary embodiment of the
present disclosure can be converted to the information request
vector of the vector space model, and according to relation
evaluation manner of the vector space model, the searching
result corresponding to the expanding information request is
obtained.

The searching model in the exemplary embodiment of the
present disclosure can be established by the vector space
model. The vector space model is a general searching model
in the information querying technology, wherein the files in
the file collection and the expanding information request are
converted to be vectors. In the vector space, the smaller the
angle between the two vectors is, the more similar the two
vectors are. Thus, the relation between the file and the
expanding information request can be obtained via their con-
verted vectors.

The manner for converting the file to be the vector is to give
a weighting coefficient to each phrase in the file to represent
each phrase in the file in one dimension, wherein the weight-
ing coefficient ofthe phrase is calculated by a term frequency-
inverse document frequency manner. The more the target
phrase occurs in one file, the higher the term frequency of the
phrase is. The less the target phrase never occurs in most files,
the inverse document frequency of the phrase is smaller. In
other words, the product of the term frequency and inverse
document frequency associated with the phrase is the weight-
ing coefficient of one dimension of the file vector. After
calculating weighting coefficient of each phrase, the weight-
ing coefficients of the dimensions form the vector of the file.
When the expanding information request is generated, a vec-
tor of the expanding information request can be formed by the
similar manner. Next, the vector inner product between two
vectors is used to calculate the relation between the file and
the expanding information request.

In the vector space model, the smaller the angle between
two vectors is, the higher the relation between the information
request and the file is. Thus, the inner vector product is used.
The higher the inner vector product is, the higher the relation
is. Via using the vector space model, the files in the file
collection can be sorted according to the relations between
the files and expanding information request, so as to obtain
the searching result of the expanding information request.

The searching result has the information of the rank of the
files related to the expanding information request. The higher
the rank the file in the searching result is, the more similar the
file and the expanding information request are. Thus, the file
with higher rank in the searching result is the file with the
higher relation to the knowledge concept in the ontology. In
the exemplary embodiment of the present disclosure, the files
with top three relations can be selected as the searching result
of the expanding information request.

To enhance the content of the ontology, the ontology
enhancement method merely analyzes several files having the
higher relations within top ranks. There are several knowl-
edge concepts in the same file, and in addition to the knowl-
edge concepts related to the expanding information request,
the file may have the other knowledge concepts. The knowl-
edge concept and the knowledge concept in the expanding
information request may occur in the same file, and this
means the two knowledge concepts have the higher relation.
Thus, the knowledge concepts should be added into the ontol-
ogy. Via the knowledge concepts in the files which have the
higher relations within top ranks, the knowledge concepts of
the ontology are enhanced.

After obtaining the searching result of one expanding
information request, candidate knowledge concepts are
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extracted from the files having the higher relations within top
ranks. For the file in Chinese, the phrases in the file represent
the knowledge concepts included in the file. To extract the
knowledge concepts in each file, the sentences in the file are
analyzed. The sentence analysis is to segment the sentence to
the phrases, and is also called phrase segmentation method in
the information querying technology.

The phrase segmentation method can let the sentence of the
content in the file be stored as several units according to the
correct syntax, and the unit is the phrase. Since the rules for
using the phrases to form the sentence in different languages
are not the same, and thus the manners to segment the sen-
tence according to the correct syntax in different languages
are not the same.

In the exemplary embodiment of the present disclosure, the
n-gram segmentation method is used to analyze the file, and
the pros is that the phrase dictionary should not be established
in advance, and the content of the file is directly analyzed to
extract the phrases frequently occurring in the file. Thus,
when the n-gram segmentation method is used to extract the
phrases of the new developed specific field, the n-gram seg-
mentation method can segment the sentence of the content in
the file, even the phrases of the new developed specific field
are not cataloged in the dictionary. It is noted that n-gram
segmentation method is widely used for languages of west
Asia, such as Chinese, Japanese, Korean, and the n-gram
segmentation method is not the only one method to extract the
phrases. For languages of European or other countries, the
other segmentation methods to extract the phrases may be
used.

The n-gram segmentation method is assumed that the sen-
tence has a smallest representation unit. In Chinese, the
smallest representation unit is a word. Each smallest repre-
sentation unit and another smallest representation can form a
concept, and that is Chinese phrase. The n-gram segmentation
method does not limit the number which the smallest repre-
sentation units are used to form a concept. If the n-gram
segmentation method only uses one smallest representation
unit, it is called unigram segmentation method. If the n-gram
segmentation method only uses two smallest representation
units, it is called bigram segmentation method. If the n-gram
segmentation method only uses three smallest representation
units, it is called trigram segmentation method.

In practice, while using the n-gram segmentation method,
the number which the smallest units are used to form the
concept is determined according to the property of the lan-
guage and the contents of the file. Referring to FIG. 6 and
FIG. 7, FIG. 6 is a schematic diagram illustrating the Chinese
term “ L 2 4 ¥ 33t 7 (theterm in English is “engineering
design change”) is segmented by a bigram segmentation
according to an exemplary embodiment of the present disclo-
sure, and FIG. 7 is a schematic diagram illustrating the Chi-
nese term “x 42 % ¥ %3 (the term in English is “engi-
neering design change”) is segmented by a trigram
segmentation according to an exemplary embodiment of the
present disclosure.

After performing the n-gram segmentation method on the
sentence to divide the sentence into several phrases, to obtain
the importance of the phrases, the term frequencies of the
phrases are calculated. The term frequency is the frequency
which the phrase occurs in the file, and the calculation manner
is the occurring times of the phrase in the file divided by the
total phrase number in the entire file.

The total phrase number in the file is calculated according
to the segmentation length of the n-gram segmentation
method. The dominator while calculating the term frequency
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of each phrase is the total phrase number with the segmenta-
tion length of the n-gram segmentation method. As shown in

FIG. 6, based upon the Chinese term “ T % #¢ ¥ 2% 2] > (the
term in English is “engineering design change™), when cal-
culating the term frequency ofthe phrase “ 42 ” (the term in
English is “engineering”), the dominator is 5, because the
sentence is divided into 5 phrases by the segmentation length
with two smallest units. As shown in FIG. 7, the dominator
corresponding to the term frequency of the phrase “ = 42 4
(the Chinese term cannot be presented in English since Chi-
nese term does not have the complete syntax) is 4, because the
sentence is divided into 4 phrases by the segmentation length
with three smallest units. Thus, the longer the segmentation
length of the phrase is, the less the dominator is, and the
higher the term frequency of the phrase is, so as to show the
importance of the long phrase.

Referring to FIG. 8, FIG. 8 is a flow chart of a method for
selectively adding the candidate knowledge concepts of each
searching result into the ontology according to an exemplary
embodiment of the present disclosure. As shown in FIG. 8, at
step S81, the lowest one of the non-selected expanding infor-
mation requests is selected. Next, at step S82, the i one (p.s.
the initial value of'i is 1) of the candidate knowledge concept
of'the expanding information request is selected. Next, at step
S83, whether the selected candidate knowledge concept has
been added in the ontology is checked. If the selected candi-
dateknowledge concept is not added in the ontology, step S84
will be executed; otherwise, step S87 will be executed. At step
S84, whether the selected candidate knowledge concept is the
same as the i” one of the candidate knowledge concept of the
other expanding information request at the same level is
checked. If the selected candidate knowledge concept is not
the same as the i one of the candidate knowledge concept of
the other expanding information request at the same level,
step S85 will be executed; otherwise, step S86 will be
executed.

At step S85, the selected candidate knowledge concept is
added into the ontology. At step S86, whether the rank of the
selected candidate knowledge concept in its father node’s
expanding information request is larger than the rank of the
same candidate knowledge concept in its father node’s
expanding information request is checked, wherein the node
of the expanding information request of the same candidate
knowledge concept and the node of the expanding informa-
tion request of the selected candidate knowledge concept are
at the same level. If its father node’s expanding information
request is larger than the rank of the same candidate knowl-
edge concept in its father node’s expanding information
request, step S85 will be executed; otherwise, step S87 will be
executed. At step S87, i is updated, wherein i=i+1. At step
S88, whether iis larger than K is determined, wherein K is the
number which the candidate knowledge concepts of the
selected expanding information request are in the top ranks.
In the present disclosure, K can be equal to 4 as the parameter
for automatically enhancing the ontology. If i is less than K,
step S82 will be executed again; otherwise, step S89 will be
executed. In step S89, whether any non-selected expanding
information request exists is checked. If any non-selected
expanding information request exists, step S81 will be
executed; otherwise, the enhancement of the ontology this
time is terminated.

Referring to FI1G. 9, FIG. 9 is a schematic diagram showing
the ranks of keywords associated with the knowledge con-
cepts in Chinese according to an exemplary embodiment of
the present disclosure. Before the ontology in FIG. 9 is
enhanced, the ontology herein can be the ontology of the
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building information modeling as shown in FIG. 3. Further-
more, the exemplary embodiment adapts 124 papers pub-
lished in the Computer Applications in Civil and Hydraulic
Engineering Conference in 2011, and subtracting the articles
with English contents, 117 papers in practical are used as the
files of the file collection.

In the exemplary embodiment of FIG. 9, after using the
expanding information request “#¥tibz} %> (the term in
English is “site planning”) to search, the table showing ranks
of keywords associated with the knowledge concepts in Chi-
nese is obtained. In the table, the top one knowledge concept
“7E £ % 3 2 (the term in English is “building informa-
tion modeling”) has been added in the ontology, thus the
knowledge concept *“ # £ # 38 & 7 (the terminEnglishis
“building information modeling”) will not be added into the
ontology again, and the top two candidate knowledge concept
“#4 4%, ” (the term in English is “plantation™) is added into the
ontology at the interior level of the knowledge concept
#t3t £ 7 (the term in English is “site planning™).

Still take FIG. 9 as the example, the ranks of the keywords
“If25% H  (the term in English is “engineering analysis™)
and “ T Wn#1, #) 81 #] B 7 (the term in English is “construction
site planning and utilizing”) are identical. The top one knowl-
edge concept “ 3 &£ F M A ~ (the term in English is
“building information modeling”) has been added in the
ontology, thus the top two candidate knowledge concept
# F ” (the term in English is “schedule”) is selected. But the
candidate knowledge concept “i# /& )’ (the term in English is
“schedule”) is the top one keyword of the other knowledge
concept, therefore the candidate knowledge concept ““i j&
(the term in English is “schedule”) cannot be added into the
ontology at the interior level of the knowledge concept
I #£ 5-4% 7 (the term in English is “engineering analysis”™).

Next, the top three candidate knowledge concept “
& ¥4 .7 ~is selected. Because the keyword “ % ¥ 4 €7 »
(the term in English is “professional subcontractor”) are the
candidate knowledge concepts of the knowledge concepts

T4 44 7 (the term in English is “engineering analysis”)
and “ T i3, 8] 2 F) A (the term in English is “construction
site planning and utilizing”), thus step S86 in FIG. 8 should be

executed to determine whether the keyword “% % 4 .7
(the term in English is “professional subcontractor”) belongs
to the candidate knowledge concept of the knowledge con-
cept. According to the above example, that the ranks of the
candidate knowledge concepts of the knowledge concepts

T4 7 (the term in English is “engineering analysis™)
and “ T 337, 2] #14) B (the term in English is “construction
site planning and utilizing”) in their father node’s knowledge
concepts should be determined. The father knowledge con-
cepts of the knowledge concepts “ T £2 4»#7 ” (the term in
English is “engineering analysis™) and * = 3.4 3| g1 4] B~
(the term in English is “construction site planning and utiliz-

2L 2

ing”) are respectively “ #, #| #1 3% 31~ (the term in English is
“planning and design”) and “ 5 L ” (the term in English is
“construction”).

In the table of FIG. 9, the rank of the keyword “

B ¥4 8% (the term in English is “professional subcon-
tractor”) of the knowledge concept “ #,2] #23% 31 (the
term in English is “planning and design”) is top four, and the

rank of the keyword “# ¥ 4 é.% > (the term in English is
“professional subcontractor”) of the knowledge concept “
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%6, L (the term in English is “construction™) is top three.
Thus, the candidate knowledge concept * 331 | g1 4] B
(the term in English is “construction site planning and utiliz-
ing”) is added into the ontology at the interior level of the
knowledge concept “ 42 %4 (the term in English is “engi-
neering analysis™), and the candidate knowledge concept
which should be added into the ontology at the interior level
of the knowledge concept “ =338, 2] ¥iF] A7 (the term in
English is “construction site planning and utilizing”™) are
searched again.

The process in FIG. 8 that the candidate knowledge con-
cepts of each searching result are selectively added into the
ontology adds the knowledge concepts of the lowest expand-
ing information request of the ontology firstly, gradually
checks the selected candidate knowledge concept to deter-
mine whether the selected candidate knowledge concept is
needed to be added into the ontology, and then gradually
checks the candidate knowledge concepts of the superior
expanding information request until all of the expanding
information requests have been checked.

Assuming the files with the top three relations and the top
four candidate knowledge concepts in each file are used in the
candidate knowledge concepts of each searching result in
FIG. 8 to enhance the ontology, the following description
shows the ontology in FIG. 3 will be enhanced four times via
the process of FIG. 1 and FIG. 8.

Referring to FIG. 10, FIG. 10 is a schematic diagram
illustrating the result that the ontology of the building infor-
mation modeling in Chinese is first time enhanced according
to an exemplary embodiment of the present disclosure. As
shown in FIG. 10, compared to the original ontology, the
enhanced ontology has additional level, being a structure with
five levels, and 17 knowledge concepts are added. In this
iteration, the added knowledge concepts are surrounded with
the rectangular outlines, and added knowledge concepts are

4% B> (the term in English is “Gantt chart”), “WBBIMS”,
“& ¥ (theterm in English is “change™), “ 3 Py 42 & % 5 ”
(the term in English is “fire safety equipment™), “ $x ¥ * (the
term in English is “disaster relieve”), “ 47 5, [ B ” (the term
in English is “domain team™), “ 44§ & ” (the term in English is

“sale”), “#E 4% ” (the term in English is “plantation”),
#. T4 & 7 (the term in English is “construction interface”),
“#r 4& 7 (the term in English is “checking™), “# x %, %~
(the term in English is “construction specification”), “§ &~

(the term in English is “team™), “/» & %@ ~ (the term in

English is “interface communication™), “% ¥ # &7 > (the
term in English is “professional subcontractor”), “i& & * (the
term in English is “schedule™), “#: & 43 ~ (the term in
English is “checking and maintaining”) and “ g 4% > (the
term in English is “evacuating”).

Referring to FIG. 11, FIG. 11 is a schematic diagram
illustrating the result that the ontology of the building infor-
mation modeling in Chinese is second time enhanced accord-
ing to an exemplary embodiment of the present disclosure. As
shown in FIG. 11, based upon the first enhanced ontology of
FIG. 10, the ontology is enhanced again according to the
expanding information request, such that the second
enhanced ontology further has additional level, being the
structure with the six levels, and 13 knowledge concepts are
further added. In this iteration, the added knowledge concepts
are surrounded with the rectangular outlines, and added
knowledge concepts are “ T.#2 # & ” (the term in English is
“engineering schedule”), “ g =k ” (the term in English is

“version”), “ #5847 ” (the Chinese term cannot be presented in
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English since Chinese term does not have the complete syn-
tax), “# $ A B~ (the term in English is “disaster rescue

worker”), “ #5483 > (the term in English is “interdisciplinary
field”), “ ## A 8~ (the term in English is “maintainer”),
£ #2” (theterm in English is “landscape”™), ““ 7% £& ” (the term

in English is “building”), “# T 4~ & 7% i (the term in
English is “construction interface communication™),
17 B #¢” (the Chinese term cannot be presented in English
since Chinese term does not have the complete syntax),

B> (the

¥ & ¥ A B (the term in English is “person for checking
and maintaining”), and ““ #§ ## > (the term in English is “ref-
uge taking”), wherein after checking the content of the file,
the knowledge concept “#5 47 ” (the Chinese term cannot be
presented in English since Chinese term does not have the
complete syntax) is the segmentation error result of the phrase

“ AN#847 4 7 (the term in English is “human behavior”), and
the other knowledge concept “#; % 44> (the Chinese term
cannot be presented in English since Chinese term does not
have the complete syntax) is the segmentation error result of
the phrase “#j % #x % (the term in English is “conflict check-
ing”).

Referring to FIG. 12, FIG. 12 is a schematic diagram
illustrating the result that the ontology of the building infor-
mation modeling in Chinese is fourth time enhanced accord-
ing to an exemplary embodiment of the present disclosure. As
shown FIG. 12, after this enhancement, the ontology further
has additional level, being the structure with the eight levels,
but merely one knowledge concept, and the added knowledge
concept is “ 3@ B A8 (the term in English is “interface
problem”, and the added knowledge concept is surrounded
with the rectangular outlines).

According to the above process for enhancing the ontol-
ogy, after the input information request is expanded based
upon the ontology, the files with the top N relations between
the files and each expanding information request are selected,
and the keywords of the N files are sorted to obtain the
keyword rank table of the expanding information request.
Next, whether each of the top K candidate knowledge con-
cepts in the keyword rank table has been added into the
ontology is checked. If the candidate knowledge concept is
notadded into the ontology, the candidate knowledge concept
is added into the ontology. If the top K candidate knowledge
concepts in the keyword rank table have been added into the
ontology, the ontology enhancement method is terminated,
and the enhanced ontology is output.

In the above ontology enhancing process, if the added
knowledge concept is the phrase due to the error segmenta-
tion result, or the added knowledge concept in the ontology is
not proper, as mentioned above, the user can modity the
enhanced ontology via the user interface to maintain the
correctness of the ontology.

Referring to FIG. 13, FIG. 13 is schematic diagram show-
ing an ontology of an head symptom according to an exem-
plary embodiment of the present disclosure. The ontology of
the head symptom defines the related concepts of the head
symptom and the relations between these concepts. Accord-
ing to the input information request of the user, the knowledge
concepts of the ontology related to the input information
request are searched to obtain the expanding information
request. As shown in FIG. 13, when the user search “ear
symptom”, the ontology is searched, and the knowledge con-
cept “head symptom™ is obtained as one of the expanding
information requests. In the exemplary embodiment, the file
collection contains files related to the disease, the relations
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between the processed files and the expanding information
requests (such as “ear symptom” and “head symptom™) are
calculated via the searching model, so as to find the files with
higher relations.

In the exemplary embodiment, the Google searching
engine is used as the searching model. The searching result is
the Google search result, so as to obtain the searching result
related to the “ear symptom”. Next, the candidate knowledge
concepts are extracted from the files within top ranks of the
searching result. For the searching result of each expanding
information request, the candidate knowledge concepts are
extracted in the files with higher ranks in the searching result,
and the candidate knowledge concepts are sorted. Next,
whether candidate knowledge concepts within the higher
ranks have been existed in the original ontology is checked. If
the candidate knowledge concept does not exist in the original
ontology, the candidate knowledge concept is added into the
ontology.

Referring to FIG. 14, FIG. 14 is a schematic diagram
illustrating the result that the ontology of the head symptom is
enhanced according to an exemplary embodiment of the
present disclosure. In the exemplary embodiment, after ana-
lyzing the candidate knowledge concepts in the files, an
important knowledge concept “deafness” is found, and the
current ontology does not have the knowledge concept, there-
fore the knowledge concept “deafness” is added at interior
level of the knowledge concept “ear symptom”.

To sum up, the ontology enhancement method provided by
the exemplary embodiment of the present disclosure can
expand the input information request input by the user based
upon the current ontology, and utilize the information query-
ing technology to obtain the required enhanced knowledge
concepts fast and accurately. Thus, the ontology enhance-
ment method and system thereof can reduce the cost of time
and human labor when the ontology of the specific field is
established. In addition, the ontology enhancement method
provided by the exemplary embodiment of the present dis-
closure provides the user interface to the user, such that the
user can determine whether the enhanced ontology should be
further enhanced or modified to increase the correctness and
completeness of the ontology.

The above-mentioned descriptions represent merely the
exemplary embodiment of the present disclosure, without any
intention to limit the scope of the present disclosure thereto.
Various equivalent changes, alternations or modifications
based on the claims of present disclosure are all consequently
viewed as being embraced by the scope of the present disclo-
sure.

What is claimed is:

1. An ontology enhancement method, comprising:

step A: receiving at least an input information request;

step B: based on a base ontology, expanding each input

information request to produce at least an expanded
information request of each corresponding input infor-
mation request;

step C: based on a searching model, according to each

expanded information request, searching a file collec-
tion to obtain searching results of each corresponding
expanded information request;

step D: according to each searching result, extracting a

plurality of candidate knowledge concepts of each cor-
responding searching result; and

step E: selectively adding the candidate knowledge con-

cepts of each searching result into the base ontology to

enhance the base ontology, wherein the base ontology

being enhanced is denoted as an enhanced ontology;
wherein the step E comprises:
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step El: selecting a lowest non-selected one from the
expanding information requests;

step E2: selecting an i” one of the candidate knowledge
concepts of the expanding information request, wherein
an initial value of i is 1;

step E3: checking whether the selected candidate knowl-
edge concept has been added in the base ontology;

step E4: if the selected candidate knowledge concept has
not been added in the base ontology, checking whether
the selected candidate knowledge concept is the same as
the i” one of the candidate knowledge concept of the
other expanding information request at the same level;

step ES: if the selected candidate knowledge concept is not
the same as the i”” one of the candidate knowledge con-
cept of the other expanding information request at the
same level, adding the selected candidate knowledge
concept into the base ontology, and increasingi by 1, i.e.
i=i+1;

step E6: if the selected candidate knowledge concept is the
same as the i” one of the candidate knowledge concept
of the other expanding information request at the same
level, checking whether a rank of the selected candidate
knowledge concept in its father node’s expanding infor-
mation request is larger than a rank of the other same
candidate knowledge concept in its father node’s
expanding information request, wherein a node of the
expanding information request of the other same candi-
date knowledge concept and a node of the expanding
information request of the selected candidate knowledge
concept are at the same level;

step E7: if the rank of the selected candidate knowledge
concept in its father node’s expanding information
request is larger than the rank of the other same candi-
date knowledge concept in its father node’s expanding
information request, adding the selected candidate
knowledge concept into the base ontology, and increas-
ingiby 1;

step E8: if the selected candidate knowledge concept has
been added in the base ontology, increasing i by 1;

step E9: checking whether i is larger than K, wherein K is
a number which the candidate knowledge concepts of
the selected expanding information request are in top
ranks;

step E10: if i is not larger than K, going back to execute the
step E2;

step E11:if1is largerthan K, going back to execute step E2,
checking whether any non-selected expanding informa-
tion request exists;

step E12: if at least one non-selected expanding informa-
tion request exists, going back to execute the step E1;
and

step E13: if all of the expanding information requests have
been selected, ending the step E.

2. The ontology enhancement method according to claim

further comprising:

step F: determining whether the enhanced ontology should
be modified; and

step G: when the enhanced ontology is determined to be
modified, modifying the enhanced ontology.

3. The ontology enhancement method according to claim

further comprising:

step H: determining whether the enhanced ontology should
be further enhanced; and

step I: when the enhanced ontology is determined to be
further enhanced, repeating step A through step E, and
step H.
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4. The ontology enhancement method according to claim
2, wherein an user interface is provided to at least an user to
determine whether the enhanced ontology should be modi-
fied.

5. The ontology enhancement method according to claim
3, wherein an user interface is provided to at least an user to
determine whether the enhanced ontology should be further
enhanced.

6. The ontology enhancement method according to claim
4, wherein the user is a general user or a specific field expert,
and different weighting values are assigned to the general
user and the specific field expert.

7. The ontology enhancement method according to claim
5, wherein the user is a general user or a specific field expert,
and different weighting values are assigned to the general
user and the specific field expert.

8. The ontology enhancement method according to claim
1, wherein the searching model is a vector space searching
model.

9. The ontology enhancement method according to claim
1, wherein for each searching result, an n-gram segmentation
method is used to extract the candidate knowledge concepts
of the corresponding searching result.

10. An ontology enhancement system, comprising:

a server, comprising:

an information request expanding module, based on a
base ontology, expanding each input information
request to produce at least an expanded information
request of each corresponding input information
request;

an information searching module, based on a searching
model, according to each expanded information
request, searching a file collection to obtain searching
results of each corresponding expanding information
request, and according to each searching result,
extracting a plurality of candidate knowledge con-
cepts of each corresponding searching result; and

an enhancement module, selectively adding the candi-
date knowledge concepts of each searching result into
the base ontology to enhance the base ontology,
wherein the base ontology being enhanced is denoted
as an enhanced ontology;

wherein selectively adding the candidate knowledge con-

cepts of each searching result into the base ontology

comprises:

step E1: selecting a lowest non-selected one from the
expanding information requests;

step E2: selecting an i” one of the candidate knowledge
concepts of the expanding information request,
wherein an initial value ofiis 1;

step E3: checking whether the selected candidate knowl-
edge concept has been added in the base ontology;

step E4: ifthe selected candidate knowledge concept has
not been added in the base ontology, checking
whether the selected candidate knowledge concept is
the same as the i”” one of the candidate knowledge
concept of the other expanding information request at
the same level,

step ES: if the selected candidate knowledge concept is
not the same as the i” one of the candidate knowledge
concept of the other expanding information request at
the same level, adding the selected candidate knowl-
edge concept into the base ontology, and increasing i
by 1, i.e. i=i+1;

step E6: if the selected candidate knowledge concept is
the same as the i”” one of the candidate knowledge
concept of the other expanding information request at
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the same level, checking whether a rank of the
selected candidate knowledge concept in its father
node’s expanding information request is larger than a
rank of the other same candidate knowledge concept
in its father node’s expanding information request,
wherein a node of the expanding information request
of' the other same candidate knowledge concept and a
node of the expanding information request of the
selected candidate knowledge concept are at the same
level;

step E7: if the rank of the selected candidate knowledge
concept in its father node’s expanding information
request is larger than the rank of the other same can-
didate knowledge concept in its father node’s expand-
ing information request, adding the selected candi-
date knowledge concept into the base ontology, and
increasing i by 1;

step E8: ifthe selected candidate knowledge concept has
been added in the base ontology, increasing i by 1;

step E9: checking whether i is larger than K, wherein K
is a number which the candidate knowledge concepts
of the selected expanding information request are in
top ranks;

step E10: if 1 is not larger than K, going back to execute
the step E2;

step E11: ifi is larger than K, going back to execute step
E2, checking whether any non-selected expanding
information request exists;

step E12: if at least one non-selected expanding infor-
mation request exists, going back to execute the step
El; and

step E13: if all of the expanding information requests
have been selected, ending selectively adding the can-
didate knowledge concepts of each searching result
into the base ontology.

11. The ontology enhancement system according to claim
10, further comprising:
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a database, being included in the server or an external
database out of the server, wherein the database stores
the ontology and the file collection.

12. The ontology enhancement system according to claim

10, further comprising:

an user terminal, comprising an input module for providing
an user to input at least the input information request.

13. The ontology enhancement system according to claim
12, further comprising:

a network, wherein the server and the user terminal are

linked to each other through the network.

14. The ontology enhancement system according to claim
10, wherein the enhancement module determines whether the
enhanced ontology should be modified or further enhanced;
when the enhanced ontology is determined to be modified, the
enhancement module modifies the enhanced ontology; when
the enhanced ontology is determined to be further enhanced,
the enhancement module further enhances the enhanced
ontology.

15. The ontology enhancement system according to claim
14, wherein an user interface is provided to at least an user to
determine whether the enhanced ontology should be modified
or further enhanced.

16. The ontology enhancement system according to claim
15, wherein the user is a general user or a specific field expert,
and different weighting values are assigned to the general
user and the specific field expert.

17. The ontology enhancement system according to claim
10, wherein the searching model is a vector space searching
model.

18. The ontology enhancement system according to claim
10, wherein for each searching result, an n-gram segmenta-
tion method is used to extract the candidate knowledge con-
cepts of the corresponding searching result.
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