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1
MEDIA DISTRIBUTION SWITCHING
METHOD, RECEIVING DEVICE AND
TRANSMITTING DEVICE

CROSS-REFERENCE TO THE RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of prior Japanese Patent Application No. 2009-
155503, filed on Jun. 30, 2009, the entire contents of which
are hereby incorporated by reference.

FIELD

The embodiments discussed herein are related to a trans-
mission technology in the case where real-time transmission
and non-real-time transmission are mixed in the transmission
of media information on a packet network.

BACKGROUND

When a transmitting device and a receiving device com-
municate media information such as images, voices and the
like with each other on a packet network such as an IP (Inter-
net protocol) network or the like, sometimes real-time trans-
mission and non-real-time transmission are mixed.

In real-time transmission, for example, as illustrated in
FIG. 1, image signals obtained by a monitor camera 1305 are
encoded by a real-time image distribution device 1303, are
transmitted to a real-time image receiving device 1301 as a
real-time motion image packet, and are decoded/reproduced.
In order to synchronize the clock of image signals to be
decoded/reproduced by the real-time image receiving device
1301 with a clock at the time of encoding in the real-time
image distribution device 1303, for example, a method using
PCR (program clock reference) is adopted. In this method, a
clock synchronization packet called PCR is multiplexed on a
motion image packet to be transmitted. On the decoding side,
a difference between the received PCR data and a system time
clock (STC) at the time of reception on the decoding side is
calculated. Then, a voltage-controlled crystal oscillator
(VCXO) is controlled by this differential value and a repro-
duction clock is generated. Specifically, in the real-time trans-
mission, the size of a packet receiving buffer on the real-time
image receiving device 1301 side is reduced as much as
possible by synchronizing the clocks of the real-time image
distribution device 1303 (encoder) and the real-time image
receiving device 1301 (decoder) and the delay of images can
be avoided as much as possible.

However, in non-real-time transmission, as illustrated in
FIG. 1, an encoded image signal file accumulated in the
storage device of a file distribution server 1304 is read and
transmitted using a packet in response to a request from a
server distribution image receiving device 1302. The server
distribution image receiving device 1302 decodes/reproduces
the image signal file transmitted using a packet on the basis of
a system clock in its own device. In non-real-time transmis-
sion, it is technically difficult to transmit an image signal file
at the same timing as that at the time of encoding. Therefore,
the server distribution image receiving device 1302 exercises
flow control in order to absorb a difference between repro-
duction timing and transmission timing. In the flow control,
when a packet remaining in the packet receiving buffer seems
to exceed the buffer size, a transmit stop request packet is
transmitted from the server distribution image receiving
device 1302 to the file distribution server 1304 and the file
distribution server 1304 stops the transmission of an image
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signal file. Conversely, when no packet seems to be remaining
in the packet receiving buffer, a transmit start request packet
is transmitted from the server distribution image receiving
device 1302 to the file distribution server 1304 and the file
distribution server 1304 starts (re-starts) the transmission of
an image signal file.

In this case, although the real-time image receiving device
1301 illustrated in FIG. 1 usually receives image signals
transmitted from the real-time image distribution device 1303
in real time, there has been a desire for the real-time image
receiving device 1301 to also be able to receive image signals
transmitted from the real-time image distribution device 1303
not in real time.

In order to realize such mixed reception, it is necessary for
the real-time image receiving device 1301 to have a flow
control function for non-real-time transmission.

However, when the real-time image receiving device 1301
attempts to receive an image signal file transmitted from the
real-time image distribution device 1303 not in real time,
there is no prior art capable of discriminating real-time trans-
mission from non-real-time transmission. Therefore, conven-
tionally a flow control function cannot be mounted on the
real-time image receiving device 1301.

Therefore, when the real-time image receiving device 1301
receives an image signal file transmitted from the real-time
image distribution device 1303 not in real time without flow
control, as illustrated in FIG. 1, there is a high possibility that
the difference between reproduction timing and transmission
timing may increase. As a result, an overflow or underflow of
packets occurs in the packet receiving buffer of the real-time
image receiving device 1301 and the image signal file cannot
be normally received, which is a problem.

SUMMARY

One aspect can be realized as a media distribution switch-
ing method for switching media distributed from a receiving
device to a transmitting device on a packet network and has
the following configuration.

Firstly, a request packet for requesting the distribution of
media information from a receiving device to a transmitting
device is transmitted.

Then, arequest response packet to which is attached device
type information indicating whether the transmitting device
is for real-time or non-real-time transmission is returned from
the transmitting device to the receiving device in response to
the request packet.

Then, in the receiving device, an operation mode for real-
time transmission and that for non-real-time transmission are
switched on the basis of the device type information attached
to the request response packet received from the transmitting
device, and a receiving operation is performed.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention
as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 explains the prior art.

FIG. 2 is a configuration of the first preferred embodiment
of a receiving device.

FIG. 3 is a configuration of the first preferred embodiment
of a transmitting device.
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FIG. 4 is an operational flowchart illustrating the control
operation of the first preferred embodiment of a receiving
device.

FIG. 5 is an operational flowchart illustrating the control
operation of the first preferred embodiment of a transmitting
device.

FIG. 6 is a data structure example of the request packet of
the first preferred embodiment of receiving and transmitting
devices.

FIG. 7 is a data structure example of the request response
packet of the first preferred embodiment of receiving and
transmitting devices.

FIGS. 8 A and 8B are the operational sequence charts of the
first preferred embodiment of receiving and transmitting
devices.

FIG. 9 is a configuration of the second preferred embodi-
ment of a transmitting device.

FIG. 10 is an operational flowchart illustrating the control
operation of the second preferred embodiment of a receiving
device.

FIG. 11 is an operational flowchart illustrating the control
operation of the second preferred embodiment of a transmit-
ting device.

FIG. 12 is a data structure example of the request packet of
the second preferred embodiment of receiving and transmit-
ting devices.

FIGS. 13A and 13B are the operational sequence charts of
the second preferred embodiment of receiving and transmit-
ting devices.

DESCRIPTION OF EMBODIMENTS

Preferred embodiments of the present invention will be
explained in detail with reference to accompanying drawings.

FIG. 2 is a configuration of the receiving device 100 in the
first preferred embodiment, for discriminating image signals
by real-time transmission from image files by non-real-time
transmission and receiving them on an asynchronous and
quality-not-insured packet network. FIG. 3 is a configuration
of a transmitting device 200 in the first preferred embodi-
ment. The receiving device 100 and the transmitting device
200 correspond to the real-time image receiving device 1301,
and the real-time image distribution device 1303 or the file
distribution server 1304, respectively, that are illustrated in
FIG. 1.

In the receiving device 100 illustrated in FIG. 1, a request
packet generation unit 101 generates a request packet for
instructing the transmitting device 200 to start or stop distrib-
uting image signals or image files. A request packet transmit-
ting unit 102 transmits the request packet generated by the
request packet generation unit 101 to the transmitting device
200 on a network, which is not illustrated.

A request response packet receiving unit 103 receives a
request response packet in response to the request packet
transmitted by its own device from the network. A request
response analysis unit 104 analyzes the contents of a request
response, which are given in the request response packet
received by the request response packet receiving unit 103. A
mode determination unit 105 determines which is specified as
a device type in the request response, a real-time encoder or a
distribution server. If a real-time encoder is specified in the
request response, the mode determination unit 105 notifies a
flow control unit 106 and a switching unit 115 of a real-time
mode. If a distribution server is specified in the request
response, the mode determination unit 105 notifies a flow
control unit 106 and a switching unit 115 of a server mode.
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A data packet receiving unit 109 receives a data packet
transmitted from the transmitting device 200 via the network.

A packet determination unit 110 determines whether the
data packet stores PCR or image information other than PCR.
When operating in a real-time mode, the packet determina-
tion unit 110 detects a data packet storing PCR or a data
packet storing image signals transmitted from the transmit-
ting device 200, which is the real-time image distribution
device. The packet determination unit 110 writes the data
packet storing image signals in a packet receiving buffer 111
and transfers the data packet storing PCR data to a PCR
control unit 112.

The PCR control unit 112 extracts PCR data from the
packet transferred from the packet determination unit 110 and
calculates a differential value between each piece of PCR data
and a system time clock (STC) in its own device. Then, the
PCR control unit 112 generates a voltage control signal cor-
responding to the differential value and supplies itto a VCXO
(voltage control Xtal oscillator).

In the real-time mode, the mode determination unit 105
enables the switching unit 115 to select the output of the
VCXO 113. Thus, in the real-time mode, a clock voltage-
controlled on the basis of the PCR oscillated from the VCXO
113 is supplied to a motion image decoding unit 116.

Thus, in the real-time mode, the motion image decoding
unit 116 can decode/reproduce the image signal packet
received by the packet receiving buffer 111 by a clock syn-
chronized with the clock at the time of encoding. In other
words, in the real-time mode, the data packet receiving unit
109, the packet determination unit 110, the packet receiving
buffer 111, the motion image decoding unit 116, a PCR
generation unit 206, the VCXO 113, and the switching unit
115 constitute a first receiving unit for receiving media infor-
mation in an operation mode for making a real-time transmis-
sion.

In the real-time mode, since synchronous reproduction is
possible as described above, it is not necessary to exercise
flow control according to the state of the packet receiving
buffer 111. Therefore, in the real-time mode, the flow control
unit 106 is prevented from operating by the mode determina-
tion unit 105 notifying the flow control unit 106 of a real-time
mode.

However, when operating in a sever mode, since a packet
storing PCR data is neglected and discarded, only a data
packet is written in the packet receiving buffer 111. This data
packet stores the image file transmitted from the transmitting
device 200, which is a file distribution server.

In a sever mode, the mode determination unit 105 enables
the switching unit 115 to select the output of a self-running
OSC 114. The self-running OSC (oscillator) 114 oscillates a
system time clock regardless of timing on the transmitting
side. Thus, in a sever mode, the system time clock oscillated
from the self-OSC 114 is supplied to the motion image decod-
ing unit 116.

As a result, in a sever mode, the motion image decoding
unit 116 decodes/reproduces the image file received by the
packet receiving buffer 111 on the basis of the system time
clock oscillated by the self-running OSC 114 at a timing
independent of the transmitting device 200.

In this case, in a sever mode, the mode determination unit
105 notifies the flow control unit 106 of a server mode. As a
result, since the flow control unit 106 absorbs the difference
between reproduction timing and transmission timing, it
exercises flow control.

Specifically, when packets remaining in the packet receiv-
ing buffer 111 seem to exceed the buffer size in a sever mode,
the flow control unit 106 issues a first instruction to a transmit
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stop/start request packet transmitting unit 107. As a result, the
transmit stop/start request packet transmitting unit 107 gen-
erates a transmit stop request packet for the transmitting
device 200 in communication and transmits this packet to the
network via a request packet transmitting unit 108. As a
result, the transmitting device 200 starts (re-starts) the trans-
mission of the data packet storing the image file and the
amount of packets received by the receiving device 100 is
adjusted.

In this case, in a server mode, since the difference between
reproduction timing and transmission timing tends to
increase, it can also be controlled in such a way that the
capacity of the packet receiving buffer 111 may be increased.

Thus, in a server mode, the data packet receiving unit 109,
the packet determination unit 110, the packet receiving buffer
111, the motion image decoding unit 116, the PCR generation
unit 206, the self-running OSC 114, the switching unit 115,
the flow control unit 106, the transmit stop/start request
packet transmitting unit 107, and the request packet transmit-
ting unit 108 forma second receiving unit for receiving media
information in an operation mode for a non-real-time trans-
mission.

Then, in the transmitting device 200 illustrated in FIG. 3, a
request packet receiving unit 201 receives the request packet
transmitted by the receiving device 100 (FIG. 2) via the
network.

A request packet analysis unit 202 analyzes the received
request packet.

When the request packet requests the start or stoppage of
the distribution of an image signal or an image file as an
analysis result, the request packet analysis unit 202 instructs
a request response packet transmitting unit 203 to transmit a
request response packet. The request response packet trans-
mitting unit 203 transmits a request response packet to the
receiving device 100 (FIG. 2) that has transmitted the above
request packet. At this moment, if the request response packet
transmitting unit’s 203 own device is a real-time image dis-
tribution device, it attaches device type information indicat-
ing that it is a real-time encoder. Conversely, if its own device
is a file distribution server, the request response packet trans-
mitting unit 203 attaches device type information indicating
that it is a file distribution server.

When the request packet requests the start or stoppage of
the distribution of an image signal or an image file as an
analysis result, the request packet analysis unit 202 also
instructs the motion image transmitting unit 204 to start or
stop the distribution of an image signal or an image file.

A self-running OSC 205 oscillates a system time clock.

If'the motion image transmitting unit’s 204 own device is a
real-time image distribution device, it encodes image signals
in real time and generates image signal packets, on the basis
of a clock generated by the self-running OSC 205, and
sequentially writes them in a packet transmitting buffer 207
until the distribution stops after it starts. If the motion image
transmitting unit’s 204 own device is a file distribution server,
it reads image files from a storage device, which is not illus-
trated, generates image file packets, and sequentially writes
them in the packet transmitting buffer 207 until the distribu-
tion stops after it starts.

Furthermore, if the PCR generation unit’s 206 own device
is a real-time image distribution device, it performs the fol-
lowing operations until the distribution stops after it starts.
Specifically, the PCR generation unit 206 generates a packet
storing PCR data corresponding to the clock of an image
signal distributed in real time by the motion image transmit-
ting unit 204, on the basis of a clock generated by the self-
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running OSC 205. Then, the PCR generation unit 206 writes
the packet in the packet transmitting buffer 207.

If the PCR generation unit’s 206 own device is a file dis-
tribution server, the PCR generation unit 206 is not installed.

The packet transmitting buffer 207 sequentially transfers
the written data packets to a data packet transmitting unit 208.
The data packet transmitting unit 208 transmits the data pack-
ets to the network toward the receiving device 100 (FIG. 2).

In this case, if the request packet is a transmit stop request
packet resulting from the analysis when the request packet
analysis unit’s 202 own device is a file distribution server, the
request packet analysis unit 202 instructs the packet transmit-
ting butfer 207 to stop the transmission of data packets. Also,
if the request packet is a transmit request packet resulting
from the analysis, the request packet analysis unit 202
instructs the packet transmitting buffer 207 to start (re-start)
the transmission of data packets. Thus, flow control is exer-
cised.

The operation of the first preferred embodiment, having the
above configuration of the receiving and transmitting devices,
will be explained in detail below.

FIG. 4 is an operational flowchart illustrating the control
operation of the receiving device 100 illustrated in FIG. 2.
The control operation of this flowchart can be realized as an
operation for a processor, which is not illustrated, in the
receiving device 100 so as to execute a control program stored
in memory, which is not illustrated.

Firstly, a request packet for requesting the start of distribu-
tion is transmitted to an IP (Internet protocol) address speci-
fied by a user. As described earlier, this operation is executed
by the request packet generation unit 101 and the request
packet transmitting unit 102 illustrated in FI1G. 2. FIG. 6 is a
data structure example of the request packet of the first pre-
ferred embodiment of receiving and transmitting devices.
“TYPE” information sends a distribute request and distribute
stop request when its value is “Ox0001” and “0x0002”,
respectively. “PORT1” information and “PORT2” informa-
tion specity the TCP/IP port numbers, respectively, of trans-
mission/reception application. “ID” information specifies the
identifier of a connection. “ABILITY” information specifies a
value indicating transmission ability. “PULLRATE” infor-
mation specifies the quality information (sample rate) of an
image signal or file to be transmitted. “SSRC” information is
a value required to identify session. “PROGRAM” informa-
tion specifies a broadcast program. In step S301, a value
indicating a distribute request “0x0001” is specified as
“TYPE” information.

Then, when a request response packet is received after
waiting for the request response packet from the transmitting
device 200 whose IP address is specified for 30 seconds
(repetition of steps S301—-S302—S301), it is determined
which is specified in the request response packet as device
type information, a real-time encoder or a distribution server
(step S303). Real-time and server modes are switched
between on the basis of this determination result (step S304).
The above operations are performed by the request response
packet receiving unit 103, the request response analysis unit
104, and the mode determination unit 105 illustrated in FIG.
2, as described earlier.

Then, when a real-time mode is set, data is received on the
basis of PCR control (step S305—S306). In this operation, as
described earlier, the motion image decoding unit 116
receives an image signal received in real time via the data
packet receiving unit 109, the packet determination unit 110,
and the packet receiving buffer 111. In this case, the motion
image decoding unit 116 performs decoding/reproduction
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operations according to a synchronous clock generated via
the PCR generation unit 206 and the VCXO 113.

However, when a server mode is set, data is received on the
basis of flow control (step S305—=S307). In this operation, as
described earlier, the motion image decoding unit 116
receives an image file received via the data packet receiving
unit 109, the packet determination unit 110, and the packet
receiving buffer 111. In this case, the motion image decoding
unit 116 performs decoding/reproduction operations accord-
ing to a system time clock generated by the self-running OSC
114.

In this case, the flow control unit 106 illustrated in FIG. 2
sequentially checks the packet receiving buffer 111 (step
SS308), and if there is no abnormality in the state in which
packets remain in the packet receiving buffer 111, it continues
to receive data without performing any processes (step
S308—S307).

However, as described earlier, when packets remaining in
the packet receiving buffer 111 seem to exceed its buffer size
(buffer over), the flow control unit 106 issues a first instruc-
tion to the transmit stop/start request packet transmitting unit
107. Upon receipt of this, the transmit stop/start request
packet transmitting unit 107 generates a transmit stop request
packet for the transmitting device 200 (FIG. 3) whose IP
address is specified and transmits this packet to the network
via the request packet transmitting unit 108 illustrated in FIG.
2 (step S308—=S309). As a result, in the transmitting device
200, the transmission of data packets storing an image file is
stopped and the amount of packets received by the receiving
device 100 is adjusted.

Conversely, as described earlier, when no packets seem to
remain in the packet receiving buffer 111 (buffer empty), the
flow control unit 106 issues a second instruction to the trans-
mit stop/start request packet transmitting unit 107. Upon
receipt of this, the transmit stop/start request packet transmit-
ting unit 107 generates a transmit start request packet for the
transmitting device 200 whose IP address is specified and
transmits this packet to the network via the request packet
transmitting unit 108 (step S308—S310). As a result, in the
transmitting device 200, the transmission of data packets
storing an image file is started (re-started) and the amount of
packets received by the receiving device 100 is adjusted.

FIG. 5 is an operational flowchart illustrating the control
operation of the transmitting device 200 illustrated in FIG. 3.
The control operation of this flowchart can be realized as an
operation for a processor, which is not illustrated, in the
transmitting device 200 so as to execute a control program
stored in memory, which is not illustrated.

Firstly, the transmitting device 200 is in a state of waiting
for a request packet (repetition of the determination in step
S401).

When the request packet is received, the contents of the
request packet are analyzed (step S402). As described earlier,
this operation is performed by the request packet receiving
unit 201 and the request packet analysis unit 202 illustrated in
FIG. 3.

When the request packet requests the start of the distribu-
tion of an image signal or file as a result of the above analysis,
a request response packet is transmitted toward the receiving
device 100 (FIG. 2) having an IP address by which the request
packet is transmitted (step S403). In this case, if the receiving
device’s 100 own device is a real-time image distribution
device, device type information indicating that it is a real-time
encoder is attached to the request response packet. Con-
versely, if the receiving device’s 100 own device is a file
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distribution server, device type information indicating that it
is a distribution server is attached to the request response
packet.

FIG. 7 is a data structure example of the request response
packet of the first preferred embodiment of receiving and
transmitting devices. Each piece of information “PORT1”,
“PORT2”, “ID”, “ABILITY” and “PULLRATE” is the same
as a piece of information attached to a request packet (see
FIG. 6). “TYPE” information specifies a response value
“0x0101” to adistribute request or a response value “0x0102”
to a stop request. “ERRORCODE” information specifies a
value “0x0000” indicating a normal state or a value “0x0001”
indicating an abnormal/distribution impossible state. “EQP-
TYPE” information specifies a value “0x0000” indicating a
real-time encoder or a value “Ox0001” indicating a distribu-
tion server as a device type. The transmitting device 200 (FIG.
3) can report the device type of its own device by this piece of
“EQPTYPE” information in response to a request packet
from the receiving device 100 (FIG. 2). Then, the receiving
device 100 can switch the operation of its own device between
real-time and server modes, according to this piece of infor-
mation. In FIG. 7, respective pieces of information “Rsv. 37,
“Rsv. 4” and “Rsv. 5 are reserved for a future purpose.

Then, the transmission start of data packets is instructed
from the request packet analysis unit 202 to the motion image
transmitting unit 204 (step S404). After this step, the trans-
mission of data packets is continued while it is determined
whether a request packet is received (repetition of determi-
nation in step S405). As described earlier, the transmitting
operation of data packets is performed by the motion image
transmitting unit 204, the packet transmitting buffer 207, and
the data packet transmitting unit 208 illustrated in FIG. 3, and
the receiving operation of request packets is performed by the
request packet receiving unit 201 illustrated in FIG. 3.

When a request packet is received in the above-described
transmitting operation, the contents of the request packet are
analyzed and determined (steps S405—S406—S407). This
operation is performed by the request packet receiving unit
201 and the request packet analysis unit 202 illustrated in
FIG. 3.

Ifit is determined that the request packet is a distribute stop
request packet, the stoppage of a distribution operation is
instructed from the request packet analysis unit 202 to the
motion image transmitting unit 204 illustrated in FIG. 3 and
the process returns to a distribute start request packet waiting
process (steps S406—S408—S401).

If it is determined that the request packet is not a distribute
stop request packet, and also that the request packet’s own
device is a real-time image distribution device, step S407 is
not performed and the process returns to the determination
process in step S405.

If it is determined that the request packet is not a distribute
stop request packet, and also that the request packet’s own
device is a file distribution server, the flow control process in
step S407 is performed. Specifically, firstly it is determined
whether the request packet is a transmit stop request packet or
atransmit start request packet (step S407-1). If a transmit stop
request packet is received, the stoppage of the transmission of
data packets is instructed from the request packet analysis
unit 202 to the packet transmitting buffer 207, both of which
are illustrated in FIG. (steps S407-1-—>S407-2). Then, the
process returns to the determination process in step S405.

If a transmit start request packet is received, the start (re-
start) of transmission of data packets is instructed from the
request packet analysis unit 202 to the packet transmitting
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buffer 207 (steps S407-1—-S407-3). Then, the process returns
to the determination process in step S405. Thus, flow control
is exercised.

The above operations of the first preferred embodiment of
receiving and transmitting devices are summarized in the
operational sequence charts illustrated in FIGS. 8A and 8B.

If the transmitting device’s 200 own device is a real-time
image distribution device, as illustrated in FIG. 8 A, the trans-
mitting device 200 returns a request response to which infor-
mation about the real-time encoder is attached (step S403 in
FIG. 5) to an image distribute request from the receiving
device 100 (step S301 in FIG. 4). In response to this, the
receiving device 100 modifies the state of its own device to a
real-time mode (step S304 in FIG. 4). Then, real-time image
signals are transmitted from the transmitting device 200 to the
receiving device 100 (step S404 in FIG. 5, step S306 in FIG.
4).

If the transmitting device’s 200 own device is a file distri-
bution server, as illustrated in FIG. 8B, the transmitting
device 200 returns a request response to which information
about the distribution server is attached (step S403 in FIG. 5)
to an image distribute request from the receiving device 100
(step S301in FIG. 4). In response to this, the receiving device
100 modifies the state of its own device to a server mode (step
S304 in FIG. 4). Then, image files are transmitted from the
transmitting device 200 to the receiving device 100 (step
S404 in FIG. 5, step S307 in FIG. 4).

Thus, according to the first preferred embodiment of
receiving and transmitting devices, the transmitting device
200 can report the device type of its own device by “EQP-
TYPE” information in response to a distribute start request
packet from the receiving device 100, and the receiving
device can switch the operation of its own device between
real-time and server modes, according to this piece of infor-
mation.

Next, the second preferred embodiment of receiving and
transmitting devices will be explained.

Firstly, the configuration of the second preferred embodi-
ment of a receiving device is the same as that of the receiving
device 100 in the first preferred embodiment, illustrated in
FIG. 2.

However, in the receiving device 100, firstly the request
packet generation unit 101 transmits a request packet in
which the distribute request mode information of a real-time
mode is set toward the transmitting device. When a request
response packet in which the mode of a real-time encoder is
set to indicate normality is returned from the transmitting
device in response to this request packet, the receiving device
operates in a real-time mode. When the request response
packet in which the mode of a distribution server is set to
indicate abnormality is sent from the transmitting device, the
request packet generation unit 101 re-transmits a request
packet in which the distribute request mode information of a
server mode is set, toward the transmitting device. When a
request response packet in which the mode of a distribution
server is set to indicate normality is returned from the trans-
mitting device in response to this request packet, the receiving
device 100 operates in a server mode.

FIG. 9 is a configuration of a transmitting device 800 in the
second preferred embodiment.

In FIG. 9, components to which the same reference numer-
als as in the configuration ofthe transmitting device 200 in the
first preferred embodiment, illustrated in FIG. 3, are attached
perform the same processes as in FIG. 3.

The configuration illustrated in FIG. 9 differs from that
illustrated in FIG. 3 in that a request mode determination unit
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801 determines which is set in a distribute start request packet
received by the request packet analysis unit 202, a real-time
mode or a server mode.

If a real-time mode is set in the distribute start request
packet when its own device is a real-time image distribution
device, the request mode determination unit 801 instructs the
request response packet transmitting unit 203 to return a
request response packet indicating normality. Conversely, ifa
server mode is set in the distribute start request packet, the
request mode determination unit 801 instructs the request
response packet transmitting unit 203 to return a request
response packet indicating abnormality. Simultaneously,
device type information indicating a real-time encoder is also
attached to the request response packet.

If a real-time mode is set in the distribute start request
packet when its own device is a file distribution server, the
request mode determination unit 801 instructs the request
response packet transmitting unit 203 to return a request
response packet indicating abnormality. Conversely, if a
server mode is set in the distribute start request packet, the
request mode determination unit 801 instructs the request
response packet transmitting unit 203 to return a request
response packet indicating normality. Simultaneously, device
type information indicating a distribution server is also
attached to the request response packet.

FIG. 10 is an operational flowchart illustrating the control
operation of the receiving device 100 in the second preferred
embodiment, illustrated in FIG. 2. The control operation in
this operational flowchart is realized as an operation for a
processor, which is not illustrated, in the receiving device 100
$0 as to execute a control program stored in memory, which is
not illustrated.

Firstly, a request packet for requesting the start of distribu-
tion is transmitted to an IP (Internet protocol) address speci-
fied by auser (step S901). In this case, distribute request mode
information indicating a real-time mode is attached to the
request packet.

FIG. 12 is a data structure example of the request packet of
the second preferred embodiment of receiving and transmit-
ting devices. Respective pieces of information “TYPE”,
“PORT1”, “PORT2”, “ID”, “ABILITY” and “PULLRATE”
are the same as those in the data structure of a request packet
in the first preferred embodiment illustrated in FIG. 6 (see
FIG. 6). “RECEIVETYPE” information specifies the above-
described distribute request mode information. “EQPTYPE”
information indicates that it corresponds to both real-time
distribution and server distribution by its value “0”. In step
S901, a value “0x0001” indicating a distribute request is
specified as “TYPE” information and a value “0” indicating a
real-time mode is specified as “RECEIVETYPE” informa-
tion. This operation is performed by the request packet gen-
eration unit 101 and the request packet transmitting unit 102
illustrated in FIG. 2.

Then, when a request response packet is received from the
transmitting device 200 whose IP address is specified after
waiting for it for 30 seconds (repetition of steps
S901—-S902—S901), it is determined on the basis of the
received request response packet whether the device type
information of a real-time encoder is specified as a request
response specified in the request response packet (step S903).

If this determination is YES, the mode determination unit
105 illustrated in FIG. 2 sets areal-time mode in the switching
unit 115 and the flow control unit 106 (step S904). Thus, when
a real-time mode is set, data is received on the basis of PCR
control (step S306). This operation is the same as the opera-
tion in step S306 of the first preferred embodiment, illustrated
in FIG. 4.
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If the determination in step S903 is NO, the mode deter-
mination unit 105 notifies the request packet generation unit
101 of this fact. In response to this notice, the request packet
generation unit 101 transmits a request packet requesting
re-starting of the distribution to the specified IP address (step
S905). In this case, a value “1” indicating a server mode is
specified in the request packet as distribute request mode
information, that is, “RECEIVETYPE” information.

Then, when a request response packet is received from the
transmitting device 200 whose IP address is specified after
waiting for it for 30 seconds (repetition of steps
S905—-S906—S905), the mode determination unit 105 illus-
trated in FIG. 2 sets a server mode in the switching unit 115
and the flow control unit 106 (step S907). When a server mode
is set thus, data is received on the basis of flow control (steps
S307 through S310). This operation is the same as the opera-
tion in steps S307 through S310 in the first preferred embodi-
ment, illustrated in FIG. 4.

FIGS. 13A and 13B are the operational sequence charts of
the transmitting device 800 illustrated in FIG. 9. The control
operations of these operational flowcharts are realized as
operations for a processor, which is not illustrated, in the
transmitting device 800 so as to execute a control program
stored in memory, which is not illustrated.

Firstly, the processes in steps S401 and S402 are the same
as those in steps S401 and S402 in the first preferred embodi-
ment, illustrated in FIG. 5.

Specifically, firstly, the transmitting device 800 is in a
request packet waiting state (repetition of the determination
in step S401).

When a request packet is received, the contents of the
request packet are analyzed (step S4029). This operation is
performed by the request packet receiving unit 201 and the
request packet analysis unit 202 illustrated in FIG. 9.

When the request packet requests the start of the distribu-
tion of image signals or files as a result of the above analysis,
it is determined whether distribute request mode information
set in the request packet coincides with the mode of its own
device (step S1001). This operation is performed by the
request mode determination unit 801 illustrated in FIG. 9.

When a distribute start request packet is received the first
time, a value “0” indicating a real time mode is specified in the
request packet as “RECEIVETYPE” information in step
S901 illustrated in FIG. 10. Therefore, if its own device is a
real-time image distribution device, it is determined in step
S1001 that they are matched and if its own device is a file
distribution server, itis determined in step S1001 that they are
not matched.

If its own device is a file distribution server, after the
determination of non-coincidence in step S1001, the second
distribute start request packet is received in step S905 illus-
trated in FIG. 10. In this case, a value “1” indicating a server
mode is specified in the request packet as “RECEIVE TYPE”
information in step S901 illustrated in FIG. 10. Therefore, it
is determined in step S1001 that they are matched.

If its own device is a file distribution server and it is deter-
mined in step S1001 that they are not matched when the first
distribute start request packet is received, the following
operation is performed. Specifically, the request mode deter-
mination unit 801 instructs the request response packet trans-
mitting unit 203 to return a request response packet to which
the device type information indicating abnormality and a
distribution server (step S1002) is attached. The data structure
of'the request response packet is the same as the data structure
in the first preferred embodiment, illustrated in FIG. 7. In step
S1002, a value “0x0101” indicating a distribute request
response, a value “0x0001” indicating abnormality and dis-
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tribution impossible, and a value “0x0001” indicating a dis-
tribution server are specified as “TYPE”, “ERRORCODE”
and “EQPTYPE” information, respectively. Then, the pro-
cess returns to a distribute start request packet waiting process
(step S1002—S401).

If'its own device is a file distribution server and the second
distribute start request packet is received or if its own device
is a real-time image distribution device 1403 and the first
distribute start request packet is received, it is determined in
step S1001 that they are matched. In this case, the request
mode determination unit 801 instructs the request response
packet transmitting unit 203 to return a request response
packet to which device type information indicating normality
and its own mode is attached (a distribution server or real-
time encoder) (step S1003). Specifically, in the data structure
example illustrated in FIG. 7, a value “0x0101” indicating a
distribute request response, a value “0x0000” indicating nor-
mality, and a value “0x0001” indicating a distribution server
(when its own device is a file distribution server) or “0x0000”
indicating a real-time encoder (when its own device is a
real-time image distribution device) are specified as “TYPE”,
“ERRORCODE” and “EQPTYPE” information, respec-
tively.

Then, the start of transmission of data packets is instructed
from the request packet analysis unit 202 to the motion image
transmitting unit 204, both of which are illustrated in FIG. 3,
and the transmission is started (step S404). Operations after
this are the same as a series of control operations from steps
S405 until S408 in the first preferred embodiment.

The above operations of the receiving and transmitting
devices in the second preferred embodiment are summarized
in the operational sequence charts illustrated in FIGS. 13A
and 13B.

Ifits own device is a real-time image distribution device, as
illustrated in FIG. 13A, in the transmitting device 800, it is
determined that their modes are matched (step S1001 illus-
trated in FIG. 11) in response to an image distribute request in
which areal-time mode is specified, from the receiving device
100 (step S901 illustrated in FIG. 10). As a result, the trans-
mitting device 800 returns a request response indicating nor-
mality, to which information indicating a real-time encoder is
attached (step S1003 illustrated in FIG. 11). Then, image
signals are transmitted in real time from the transmitting
device 800 to the receiving device 100 (step S404 illustrated
in FIG. 11, step S306 illustrated in FIG. 4).

Ifits own device is a file distribution server, as illustrated in
FIG. 13B, in the transmitting device 800, it is determined that
their modes are not matched (step S1001 illustrated in FIG.
11) in response to an image distribute request in which a
real-time mode is specified, from the receiving device 100
(step S901 illustrated in FI1G. 10). As a result, the transmitting
device 800 returns a request response indicating abnormality,
to which information indicating a distribution server is
attached (step S1002 illustrated in FIG. 11). In response to
this request response, the receiving device 100 detects mode
non-coincidence (step S903 illustrated in FIG. 10) and trans-
mits an image distribute request in which a server mode is
specified (step S903 illustrated in FIG. 10). As a result, in the
transmitting device 800, mode non-coincidence is deter-
mined (step S1001 illustrated in FIG. 11). Then, the transmit-
ting device 800 returns a request response indicating normal-
ity including information indicating a distribution server
(step S1003 illustrated in FIG. 11). In response to this, the
receiving device 100 sets its own device in a server mode (step
S907 illustrated in FIG. 10). Then, image files are transmitted
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from the transmitting device 800 to the receiving device 100
(step S404 illustrated in FIG. 11, step S307 illustrated in FIG.
10).

Thus, according to the second preferred embodiment of
transmitting and receiving devices, a distribute request mode
expected by the receiving device 100 can be explicitly
reported from the receiving device 100 to the transmitting
device 800 by “RECEIVETYPE” information.

Thus, according to the first or second preferred embodi-
ment of receiving and transmitting devices, there is no need to
prepare receiving devices dedicated for respective devices in
an environment where a real-time image distribution device
for monitoring and a file distribution server are mixed,
thereby reducing costs.

Using a receiving device according to the above preferred
embodiments, images can be received seamlessly without
being aware of a distribution source.

Although in the respective preferred embodiments, expla-
nations are given targeting image signals as an example, the
disclosed technology is also applicable to various media sig-
nals other than image signals, such as voice signals and the
like.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a demonstration of superior and inferior
aspects of the invention. Although the embodiments of the
present invention have been described in detail, it should be
understood that various changes, substitutions and alterations
could be made hereto without departing from the spirit and
scope of the invention.

What is claimed is:

1. A media distribution switching method for switching
media information distributed from a transmitting device to a
receiving device on a packet network, comprising:

transmitting a request packet for requesting distributing of

the media information from the receiving device to the
transmitting device;

determining by the transmitting device whether a request

mode set in the request packet matches an operation
mode of the transmitting device;

returning from the transmitting device to the receiving

device when the request mode matches the operation
mode, a request response packet to which device type
information is attached, the device type information
indicating whether the transmitting device is for real-
time transmission in which a program clock reference is
used to perform synchronization between a transmission
side and a reception side when a real-time encoder is
specified in the request response packet or non-real-time
transmission in which flow control is performed to per-
form synchronization between the transmission side and
the reception side when a distribution server is specified
in the request response packet; and

performing a reception process by switching between an

operation mode for real-time transmission and an opera-
tion mode for non-real-time transmission in the receiv-
ing device, according to device type information
attached to the request response packet received from
the transmitting device.

2. The media distribution switching method according to
claim 1, wherein

when transmitting the request packet to the transmitting

device, the receiving device attaches distribute request
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mode information for specifying a first operation mode
expected by the receiving device to the request packet,
and

when the distribute request mode information attached to
the request packet coincides with an operation mode of
the transmitting device, the transmitting device returns
the request response packet to which information indi-
cating normality is attached, and when the distribute
request mode information attached to the request packet
does not coincide with an operation mode of the trans-
mitting device, the transmitting device returns the
request response packet to which information indicating
abnormality is attached, and

when information indicating normality is attached to the
request response packet received from the transmitting
device, the receiving device performs a receiving opera-
tion in an operation mode corresponding to device type
information attached to the request response packet, and

when information indicating abnormality is attached to the
request response packet received from the transmitting
device, the receiving device re-transmits a request
packet to which distribute request mode information for
specifying an operation mode different from the first
operation mode is attached, to the transmitting device.

3. A receiving device for receiving media information

transmitted from a transmitting device on a packet network,
comprising:

a request packet generation unit configured to generate a
request packet in which a request mode is set for request-
ing distribution of the media information;

a request response packet receiving unit configured to
receive a request response packet corresponding to the
request packet from the transmitting device;

a request response analysis unit configured to analyze a
request response set in the request response packet;

a mode determination unit configured to switch, based on
device type information attached to the request response
packet, between an operation mode for real-time trans-
mission in which a program clock reference is used to
perform synchronization between a transmission side
when a real-time encoder is specified in the request
response packet and a reception side and an operation
mode for non-real-time transmission in which flow con-
trol is performed to perform synchronization between
the transmission side and the reception side when a
distribution server is specified in the request response
packet;

a first receiving unit configured to receive the media infor-
mation in an operation mode for non-real-time transmis-
sion; and

a second receiving unit configured to receive the media
information in an operation mode for real-time transmis-
sion.

4. A transmitting device for transmitting media informa-

tion to a receiving device on a packet network, comprising:

a request packet receiving unit configured to receive from
the receiving device a request packet for requesting dis-
tribution of the media information;

a request packet analysis unit configured to determine
whether a request mode set in the request packet matches
an operation mode of the transmitting device; and

a request response packet transmitting unit configured to
return, when the request mode matches the operation
mode, to the receiving device in response to the request,
a request response packet to which device type informa-
tion is attached, the device type information indicating
whether the transmitting device is a real-time transmis-
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sion in which a program clock reference is used to per-
form synchronization between a transmission side and a
reception side when a real-time encoder is specified in
the request response packet or a non-real-time transmis-
sion in which flow control is performed to perform syn- 5
chronization between the transmission side and the
reception side when a distribution server is specified in
the request response packet.
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