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MEMORY SYSTEM FOR MIRRORING DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of co-pending U.S.
patent application Ser. No. 14/043,110, filed Oct. 1, 2013.
The aforementioned related patent application is herein
incorporated by reference in its entirety.

TECHNICAL FIELD

The present disclosure relates to memory systems. In
particular, this disclosure relates to mirroring data using a
plurality of memory devices.

BACKGROUND

Semiconductor memory devices may be useful to store
data and instructions for a processor in electronic computer
systems and other electronic devices. A memory controller
may be used as an interface device between the processor
and the memory devices.

A number of different types of memory devices may be
used in electronic systems, for example, dynamic random-
access memory (DRAM), static random-access memory
(SRAM) and non-volatile memory, such as flash devices.
Memory device characteristics such as access speed, cost,
power consumption, data capacity, density, and reliability
may be considered by a designer in determining a memory
type suitable for a particular application.

Industry-standard memory buses (channels) and inter-
faces may be used to electrically couple the elements of a
memory system together, and to a memory controller and/or
processor. Memory bus definitions may include a standard-
ized set of electrical signals, associated signaling protocol
and wiring.

SUMMARY

Various aspects of the present disclosure may be useful
for providing a high reliability, high availability memory
system to a computer or other electronic system. A memory
system designed according to embodiments of the present
disclosure may make efficient use of available memory
controller channels and memory bus bandwidth, while pro-
viding frequently mirrored data to a processor.

Embodiments may be directed towards a memory system.
The memory system may include a memory unit of a first
type, that is susceptible to loss of data from corrupting
events of a particular type, a memory unit of a second type
that is less susceptible to loss of data from corrupting events
of the particular type than the memory unit of the first type,
and a mirrored memory interface (MMI). The MMI may be
coupled to a memory controller through a first memory bus,
and to the memory unit of the first type, through at least one
memory channel, and to the memory unit of the second type
through a second memory bus. The MMI may be configured
to, in response to a write command from the memory
controller, receive data from the memory controller and
write the data to the memory unit of the first type and to the
memory unit of the second type. The MMI may also be
configured to, in response to a read command from the
memory controller, read data from the memory unit of the
first type and send the data to the memory controller.

Embodiments may also be directed towards a memory
system including a plurality of memory units of a first type
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that are susceptible to loss of data from corrupting events of
a particular type. The memory system may also include a
memory unit of a second type that is less susceptible to loss
of data from corrupting events of a particular type than the
memory unit of the first type, having a storage capacity at
least as large as an aggregate capacity of the plurality of
memory units of the first type. The memory system may also
include a plurality of MMIs arranged in a daisy-chain
configuration, with a proximal end of the daisy-chain
coupled to a memory controller, and a distal end of the
daisy-chain coupled to the memory unit of the second type.
Each MMI may be coupled to a corresponding memory unit
of the plurality of memory units of the first type through at
least one memory channel. The memory system may be
configured to, in response to a write command from the
memory controller, receive data from the memory controller
and write the data to the memory unit of the first type
selected by the write command, and write the data to the
memory unit of the second type. The memory system may
be also be configured to, in response to a read command
from the memory controller, read data from the memory unit
of the first type selected by the read command and send the
data to the memory controller.

Embodiments may also be directed towards a method for
operating a memory system. The method can include receiv-
ing a write command and data from a memory controller and
selecting a memory unit of a first type, in response to the
write command. The method may also include writing the
data to the selected memory unit of the first type and writing
the data to a memory unit of a second type, in response to
receiving the write command. The method can also include
receiving a read command from the memory controller and
selecting a memory unit from one member of a group
consisting of: a memory unit of the first type and the
memory unit of the second type, in response to receiving the
read command. The method may further include reading
data from the selected memory unit, and sending the data to
the memory controller, in response to receiving the read
command. Aspects of the various embodiments may be used
to mirror stored data in a plurality of memory units of
different types, for example volatile and non-volatile
memory. Aspects of the various embodiments may also be
useful for mirroring data stored in a first type of memory unit
in a memory unit of the second type.

BRIEF DESCRIPTION OF THE DRAWINGS

The drawings included in the present application are
incorporated into, and form part of, the specification. They
illustrate embodiments of the present disclosure and, along
with the description, serve to explain the principles of the
disclosure. The drawings are only illustrative of embodi-
ments of the disclosure and are not limiting.

FIG. 1 is a block diagram representation of a memory
system including a mirrored memory interface and two types
of memory units, according to embodiments of the present
disclosure.

FIG. 2 is a block diagram representation of a memory
system including a data compression/decompression unit,
according to embodiments.

FIG. 3 is a block diagram representation of a memory
system including a plurality of memory units of one type,
according to embodiments.

FIG. 4 is a flow diagram illustrating steps for a mirrored
data write operation, according to embodiments.

FIG. 5 is a flow diagram illustrating steps for a recovery
read operation, according to embodiments.
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In the drawings and the Detailed Description, like num-
bers generally refer to like components, parts, steps, and
processes

DETAILED DESCRIPTION

Certain embodiments of the present disclosure can be
appreciated in the context of a memory system for inclusion
in, or use with a computer system having a processor and a
memory controller. Such computer systems may include but
are not limited to desktop personal computers, laptop com-
puters, and servers. While not necessarily limited thereto,
embodiments discussed in this context can facilitate an
understanding of various aspects of the disclosure. Certain
embodiments may also be directed towards other equipment
and associated applications, such as a memory system for
use with or inclusion in a computer system having a cluster
of interconnected processors, or processor cores. Such com-
puter systems may include but are not limited to mainframe
computers and supercomputers. Embodiments may also be
directed towards a memory system for use with or inclusion
in an electronic device or system such as a personal digital
assistant (PDA), cell phone, tablet or gaming system.

In general, various embodiments of the present disclosure
relate to memory systems configured to mirror data stored in
one or more memory units of a first type, into a memory unit
of second type, and thereby provide high-reliability, high-
availability data storage.

Efficient use of memory bus bandwidth and memory
controller resources may result from the use of a single
memory bus (channel) for coupling the memory system to
the memory controller. The memory system may receive a
single write command, and associated address and data,
which may result in the data being written by the memory
system into two separate memory units. This sequence of
operations may be used in place of the memory controller
initiating two separate write operations to two separate
memory units, and may be a useful and cost-effective way
to reduce the consumption of memory controller bandwidth,
power, and /O pins.

A memory system designed according to certain embodi-
ments may be compatible with existing and proven memory
controllers and data buses. A memory system constructed
according to embodiments of the present disclosure may
protect a computer system from the effects of data loss or
corruption resulting from a variety of causes, such as varia-
tion in, or loss of memory system power supply voltage.

Processors in computer and other electronic systems may
require the storage of, and access to, large amounts of
information, including both executable software, and data
files, in order to carry out processing tasks. Semiconductor-
based memory may be useful for, and may be included in,
the design of a data storage system for use with processor’s.
Certain characteristics of volatile/dynamic memory devices
(e.g., dynamic random-access memories or DRAMs) may
generally match the performance needs of data storage
systems. For example, DRAMs may be generally cost-
effective, have high data storage capacities and densities,
and have fast access times, relative to other semiconductor
memory types. The general match of DRAM device char-
acteristics to the needs of data storage systems may cause
them to be chosen by a system designer for use in such
systems.

Dynamic memory devices, e.g., DRAMs, may experience
either the loss of, or corruption of, stored data, which may
result from a plurality of corrupting events. For example,
failure of, or variations of a memory system power supply
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may cause storage data to become corrupted or erased.
High-reliability and high-availability performance goals that
may be set for particular types of memory systems may not
necessarily be achievable through the exclusive use of
volatile memory types (such as DRAM) as data storage
devices in the memory system.

A mirrored memory system, in which multiple redundant
copies of data are routinely stored, may be useful in miti-
gating the consequences of lost or corrupted data. Data
mirroring may include making copies of data frequently
enough to ensure consistency between the copies. For
example, in one application, data may be copied correspond-
ing to every write operation.

In such systems, if one copy of the data is determined to
be corrupt, for example, through error checking codes
(ECC), then a secondary copy of the data may be retrieved
and used in its place.

The present disclosure relates generally to memory units
including two types of memory technology, having different
reliability characteristics, and in particular, different levels
of susceptibility to data loss resulting from power supply
variations or failure. For instance, the first type of memory
technology may have a susceptibility to data loss in response
to a type of corruption event (e.g., power loss), while the
second type of memory technology may have less suscep-
tibility to the same type of corruption event (e.g., power
loss). The technology types may include many forms of
semiconductor memory, for example volatile, non-volatile
random-access memory (NVRAM) or flash, DRAM,
SRAM, or other technologies. For the purpose of discussion,
the two different technology types are discussed herein in
terms of volatile memory and nonvolatile memory, with
DRAM being used as an example of volatile memory, and
NVRAM (flash) memory used as an example of nonvolatile
memory; however, the various embodiments discussed
herein are not necessarily so limited. Another example of a
non-volatile memory device may include a low-power
memory unit powered by a power supply with a battery
backup. Technology types may also include memory devices
making use of resistive, magnetic, or material properties to
enable storage of data.

A mirroring memory system may be designed to com-
pensate for weaknesses which may be inherent to volatile
memory devices. Mirrored (redundant) data storage systems
may be useful for high-availability, high reliability applica-
tions, for example, financial, medical or security applica-
tions, where the loss or corruption of data may have cata-
strophic results.

A mirrored memory system may be configured to provide
redundant storage capability by coupling multiple memory
controller channels to separate memory units. Such a con-
figuration may consume a significant portion of the overall
memory channel bandwidth (resulting in reduced memory
system capacity), memory controller /O signal and power
pins, and a significant amount of power.

For the purpose of this discussion, the term “bandwidth”
may be used to denote a maximum possible amount of data
that a particular memory channel, bus, or system may be
capable of transmitting over a given period of time (which
may be measured in bits/second). The term “throughput”
may be used to denote an actual (successful) data transfer
rate over a given period of time (which may be measured in
bits/second) through a particular memory channel, bus, or
system.

The throughput of a particular memory channel, bus, or
system may be lower than its bandwidth. For example, a
DMI 2.0 physical link between a memory controller and a
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memory device may have a (maximum realizable) band-
width of 20 gigabits per second (Gbit/s). However if the
memory device is intrinsically limited to receiving and
sending data at 10 Gbit/s, the resulting (maximum) through-
put of the DMI 2.0 link may thus be 10 Gbit/s. Actual
throughput of a particular memory channel, bus, or system
may be constrained by factors including, but not limited to,
transmission overhead (due to parity or error correction bits
included with data), or retransmissions required due to a
noisy media channel.

The terms “channel” and “bus” may be used interchange-
ably to refer to a defined (generally through and industry-
standard specification) interconnection scheme between any
of the elements of a memory system, memory devices and
memory controllers.

While all figures illustrate the principles and features of
the present disclosure, they are not limiting in any way.
Embodiments may include a different number of or different
types of memory units and memory buses, within the scope
and spirit of the disclosure. It may be appreciated that new
and presently undeveloped integrated circuit memory tech-
nology options may become available, and may be useful in
the practice of the present disclosure.

Embodiments of the present disclosure may be directed
towards a memory system configured to maintain a mirrored
(duplicate) copy of data written to it. FIG. 1 is a block
diagram depiction of a memory system 100, including a
mirrored memory interface 118, a memory unit of a first type
134, and a memory unit of a second type 140, according to
embodiments of the present disclosure. Memory system 100
may be generally used as a data storage device for use with
processor 102, and may be coupled to, accessed, and con-
trolled by memory controller 126. Memory system 100 may
be particularly useful in providing processor 102 with data
that may be continuously mirrored in a plurality of types of
memory units, which may allow recovery of data corrupted
in, or lost from, one of the memory units. Memory system
100 may therefore be employed as a high-reliability, high-
availability data storage device.

Memory system 100, in response to a write command
from memory controller 126, may receive, in the mirrored
memory interface 118, data from the memory controller 126
to be written into at least one memory unit. The mirrored
memory interface 118 may then write the data in a parallel
operation into the memory unit of the first type (DRAM
module) 134, and into the memory unit of the second type
(Non-Volatile Memory Module) 140, which may ensure
storage of consistent copies of the data.

The mirrored memory interface 118 may be coupled to
memory controller 126 through first memory bus 110, to
memory unit 140 through second memory bus 112, and to
memory unit 134 through memory channels 128.

Mirrored memory interface 118 may be designed to have
a limited delay between the parallel write operations to the
memory unit 134 and the memory unit 140, to ensure that the
data written into one unit is consistent with data written into
the other unit. For example, the delay may be constrained to
be less than one memory write cycle. The design of memory
system 100 may limit data and command latency between
system elements, for example between the mirrored memory
interface 118 and the memory buffer 124. Memory system
100, and in particular mirrored memory interface 118, may
be designed to operate at throughput rates consistent with
the throughput of memory controller 126. Consistency of
data between the memory unit 134 and the memory unit 140
may allow recovery of data written into the memory unit 134
from the memory unit 140.
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A read command (from the memory controller 126) and
its accompanying read address may contain information
used by the mirrored memory interface 118 to select a
memory unit (134, 140) to read data from. Memory system
100, in response to the read command from memory con-
troller 126, may read data during a read operation from the
memory unit 134 and send the data to the memory controller
126, according to read address information accompanying a
read command. Memory system 100, in response to the read
command from memory controller 126, may also read data
during a recovery read operation from the memory unit 140
and send the data to the memory controller 126, according
to read address information accompanying a read command.
The capability of the mirrored memory interface 118 to read
data from memory units 134 and 140 may be useful for
recovering data (performing a recovery read operation) from
one of the memory units (134, 140), should the data become
lost from or corrupted in the other memory unit, and may
also be useful in checking consistency of data between the
WO memory units.

The memory unit of the first type 134 may include, but is
not limited to volatile memory. Volatile memory generally
refers to a type of memory device which may employ a
periodic refresh of the data contained within it, and may
generally suffer a loss of data following the cessation of
periodic refresh operations, or loss of power supply voltage.
Volatile memory may include, for example, dynamic ran-
dom-access memory (DRAM) devices, which may be con-
figured as dual in-line memory modules (DIMMs), consis-
tent with memory which may be used in a personal computer
system.

The memory unit 140 may include, but is not limited to
non-volatile memory, such as memory device 133. Non-
volatile memory generally refers to a type of memory device
which may not require periodic refresh of the data contained
within it, and generally does not suffer a loss of data
following the removal of a device power supply voltage.
Non-volatile memory 133 may include, for example, flash or
electrically erasable programmable read-only memory (EE-
PROM) memory devices, consistent with memory which
may be used in a solid-state drive (SSD), or USB memory
stick. Non-volatile memory 133 may also include a low-
power memory unit powered by a power supply with a
battery backup, or non-volatile memory technologies which
may presently exist, or which may be developed in the
future.

The memory unit 140 may also include a memory buffer
124, coupled to the second memory bus 112 and to a
memory device of the second type (Non-Volatile Memory)
133. The memory buffer 124 may be used to temporarily
store data being written to or read from non-volatile memory
device 133, which may have a lower throughput than the
second memory bus 112.

The memory buffer 124 temporarily storing data may
allow memory bus 112 to operate at a higher effective
throughput rate than memory device 133, and thus may
allow memory system 100 operate at the full bandwidth of
memory buses 112, 110. Memory bus 130 may be used to
couple memory buffer 124 to memory device 133.

In order for the memory unit 140 to mirror the data
contained in memory unit 134, the memory capacity of
memory unit 140 may be greater than or equal to the
memory capacity of the memory unit 134.

Memory buses 110, 112 and 130 may be used to transfer
memory data, addresses and read/write commands between
various elements (118, 134 and 140) of memory system 100
and to and from memory controller 126. First memory bus
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110, second memory bus 112, and memory bus 130 may be
consistent with industry memory bus standards and proto-
cols, for example, the Direct Media Interface (DMI), the
Unified Media Interface (UMI), or the Peripheral Compo-
nent Interconnect (PCI) bus. Memory controller 126 may be
designed to function as an interface between processor 102
and a memory device or system, via an industry memory
bus, as listed above.

Memory channels 128 may comprise groupings of signals
which may be used to control and access volatile memory
devices such as DRAM DIMMs. Memory channels 128 may
include CLK, DQ, DQS and CMD signals, for example. The
number and types of memory channels 128 coupling mir-
rored memory interface 118 to memory unit 134 may be
specified by a designer for a specific application, and may be
determined based upon the amount and type of memory
included in memory unit 134.

The processor 102 may comprise a microprocessor, or
cluster of interconnected processing units and/or cores. The
memory controller 126 may act as an interface between the
processor 102 and the memory system 100, sending and
receiving commands address and data. Reference 132
depicts memory channels of the memory controller 126 that
are not used to interface to memory system 100, and are
available for connection to other memory devices or sys-
tems.

FIG. 1 depicts the mirrored memory interface 118,
coupled to and configured to write to memory units 134 and
140 in a parallel write operation, and to read data indepen-
dently from both memory units. Mirrored memory interface
118 is also coupled to memory controller 126 through a
single memory bus 110. According to embodiments of the
present disclosure, the memory system 100 may provide
high reliability data storage for a computer or other elec-
tronic system through maintaining multiple copies of data
within storage units of different types. Memory system 100
can also use only one memory channel to interface with a
memory controller 126, a configuration which may be useful
in making additional channels 132 available to other devices
and applications.

Embodiments of the present disclosure may be imple-
mented on a printed circuit (PC) board, an electronic mod-
ule, on an IC, or a combination of these elements, consistent
with available IC and electronic packaging technologies.

FIG. 2 is a block diagram depiction of a memory system
with data compression/decompression 200, including a mir-
rored memory interface 218, a memory unit of a first type
234, and a memory unit of a second type 240, according to
embodiments consistent with FIG. 1. Mirrored memory
interface 218 may also include data compression/decom-
pression unit 211. Memory system 200 may be generally
used as a data storage device for use with processor 202, and
may be coupled to, accessed, and controlled by memory
controller 226. Memory system 200 may be particularly
useful in providing processor 202 with data that may be
continuously mirrored in a plurality of different types of
memory units, which may allow recovery of data corrupted
in or lost from one of the memory units. Memory system 200
may therefore be employed as a high-reliability data storage
device.

Memory units 234 and 240 are consistent in structure,
interconnection and function with memory units 134 and
140 respectively, as described and illustrated in FIG. 1. The
memory unit 240 may also include a memory buffer 224,
coupled to the second memory bus 212 and to a memory
device of the second type (Non-Volatile Memory) 233.
Similarly, aspects of processor 202, memory controller 226,
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memory buses 210, 212, 230 and memory channels 228 are
consistent in type, structure, interconnection and function
with similarly numbered counterparts described and illus-
trated in FIG. 1. Mirrored memory interface 218 may be
consistent with mirrored memory interface 118 (FIG. 1) in
the aspects of interconnection and interaction with its asso-
ciated memory unit 234, and memory controller 226.

Mirrored memory interface 218 includes a data compres-
sion/decompression unit 211, which may be used to com-
press data received from memory controller 226 before it is
written into memory unit 240, and decompress data read
from memory unit 240, before it is sent to the memory
controller 226. The compression and decompression func-
tion provided by 211 may allow for a reduction of size of
memory unit 240 (relative to the size of memory unit 240
used for uncompressed data), while still allowing data
contained in memory unit 234 to be mirrored a memory unit
240. Data compression/decompression unit 211 may also be
useful in reducing the power consumption of memory buses
212, 230 and memory unit 240, in response to a smaller
amount of (compressed) data that may be transferred across
memory bus 212.

A variety of data compression/decompression algorithms
may be implemented in data compression/decompression
unit 211, according to the type of data to be stored in
memory units 234 and 240. A particular compression/de-
compression algorithm may be specifically suited for alpha-
numeric, audio, video, still image or other types of data.

FIG. 2 depicts the mirrored memory interface 218,
coupled to and configured to write uncompressed data to
memory unit 234, and compressed data to memory unit 240,
in a parallel write operation, and to read data (and uncom-
press data from memory unit 240) independently from both
memory units. Mirrored memory interface 218 is also
coupled to memory controller 226 through a single memory
bus 210.

According to embodiments of the present disclosure, the
memory system 200 may provide high reliability storage of
compressed and uncompressed data for a computer or other
electronic system through maintaining multiple copies of
data within storage units of different types. Memory system
200 can also use only one memory channel to interface with
a memory controller 226, a configuration which may be
useful in making additional memory controller channels 232
available to other devices and applications. The data com-
pression/decompression unit 211 in mirrored memory inter-
face 218 may be useful in reducing memory bandwidth
requirements and power consumption of memory bus 212.

Embodiments of the present disclosure may be imple-
mented on a printed circuit (PC) board, an electronic mod-
ule, on an IC, or a combination of these elements, consistent
with available IC and electronic packaging technologies.

FIG. 3 is a block diagram depiction of a memory system
with cascaded mirrored memory interfaces 300, including a
plurality of mirrored memory interface stages 304, 306, 308,
arranged in a daisy-chain configuration. Memory system
300 may be generally used as a data storage device for use
with a processor 302, and may be coupled to, accessed, and
controlled by a memory controller 326. Memory system 300
may be particularly useful in providing processor 302 with
data that may be continuously mirrored in a plurality of
different types of memory units, which may allow recovery
of data corrupted in or lost from one of the memory units.
Memory system 300 may therefore be employed as a
multi-stage, high-reliability data storage device. The mir-
rored memory interface stages are coupled to a memory unit
of a second type 340, according to embodiments generally
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consistent with FIG. 1. Each mirrored memory interface
stage 304, 306, 308 includes a mirrored memory interface
(318, 320, 322, respectively) and a memory unit of a first
type (334, 336, 338, respectively).

A write command (received from the memory controller
326) and its accompanying write address may contain infor-
mation used by the mirrored memory interfaces 318, 320
and 322 to select a memory unit (334, 336, 338, respec-
tively) to write data to. Memory system 300, in response to
the write command received from memory controller 326,
may receive data from the memory controller 326 and write
the data into one of the memory units 334, 336, 338, and into
the memory unit 340.

The data may first be written into mirrored memory
interface 318, which may then write the data into memory
unit 334, in response to information (in the write command
and its accompanying write address) indicating memory unit
334 as a destination for the data. The mirrored memory
interface 318 may, in a parallel operation, transmit the data
to the adjacent mirrored memory interface 320. Mirrored
memory interface 320, similarly to mirrored memory inter-
face 318, may then write the data to memory unit 336 (based
on information contained in a write command and its
accompanying write address), and transmit the data in a
parallel operation to mirrored memory interface 322. Each
mirrored memory interface in the daisy-chain structure of
the memory controller 300 may repeat the above operations,
until the mirrored memory interface 322 at the distal end of
the daisy-chain transmits the data to memory unit 340.
Memory unit 340 may then receive and write the data to
memory device of the second type 333, as described in
reference to FIG. 1. The writing of data into a memory unit
of'the first type (334, 336, and 338) and into the memory unit
of the second type 340 may ensure storage of a plurality of
consistent copies of the data.

A read command (received from the memory controller
326) and its accompanying read address may contain infor-
mation used by the mirrored memory interfaces 318, 320
and 322 to select a memory unit (334, 336, 338) to read data
from. Reading data from memory system 300 may involve
series of operations similar to the write operations, where
each mirrored memory interface in the daisy-chain may
either read the data from its attached memory unit (in
response to information contained in the read command and
the accompanying read address), or may transmit the read
command and address to the next mirrored memory inter-
face, progressing towards the distal end of the daisy-chain.
The mirrored memory interface corresponding to the target
read address may read the data and return it to the memory
controller 326 through the other mirrored memory interfaces
and coupled memory buses.

Memory system 300, in response to the read command
received from memory controller 326, may read data during
a read operation from one of the memory units 334, 336, 338
(according to read address information accompanying a read
command), and send the data to the memory controller 326.
Memory system 300 may also read data during a recovery
read operation from the memory unit 340 and send the data
to the memory controller 326, according to read address
information accompanying a read command.

The capability of the memory system 300 to read data
from a plurality of memory units may be useful for recov-
ering data that may become lost from or corrupted in one of
the memory units (334, 336, 338), and may also be useful in
checking consistency of data between multiple memory
units.
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Memory units of the first type 334, 336 and 338 may
include, but are not limited to volatile memory, and are
consistent in structure, interconnection (to mirrored memory
interfaces 318, 320, 322, respectively) and function with
memory unit 134, as described and illustrated in FIG. 1. The
memory unit of the second type 340 may include, but is not
limited to non-volatile memory, such as memory device 333,
and is consistent in structure, interconnection and function
with memory unit 140, as described and illustrated in FIG.
1. Similarly, aspects of processor 302, memory controller
326, memory buses (310, 312, 314, and 316) and memory
channels 328 are consistent in structure, interconnection and
function with similarly numbered counterparts described
and illustrated in FIG. 1.

The memory unit 340 may also include a memory buffer
324, coupled to the memory bus 316 at the distal end of the
daisy-chain, and to a memory device of the second type 333,
by memory bus 330, consistent with the description associ-
ated with FIG. 1. In order for the memory unit 340 to mirror
the data contained in memory units 334, 336 and 338, the
memory capacity of memory unit 340 may be greater than
or equal to the memory capacity of the memory units 334,
336 and 338, sufficient to store the data contained in these
memory units.

Mirrored memory interface stages (e.g., 304, 306, and
308) may be coupled together by memory buses (e.g., 312,
314 and 316). A proximal end of the daisy-chain may be
coupled to memory controller 326, by memory bus 310, and
a distal end of the daisy-chain may be coupled to the
memory unit 340 by memory bus 316. Mirrored memory
interface 318 may interact with memory controller 326 in a
manner consistent with the interaction of mirrored memory
interface 118 and memory controller 126.

Memory buses 310, 312, 314, 316 and 330 may be used
to transfer memory data, addresses and read/write com-
mands between various elements (318, 320, 322, 324 and
340) of memory system 300, and to/from memory controller
326, and may be consistent with industry memory bus
standards and protocols, for example, the Direct Media
Interface (DMI), the Unified Media Interface (UMI), or the
Peripheral Component Interconnect (PCI) bus.

Memory controller 300 is depicted having three mirrored
memory interface stages; however embodiments may
include a different number of mirrored memory interface
stages. The number of stages in a memory controller 300,
according to embodiments, may be limited by memory bus
bandwidth, memory controller latency and other system
design considerations. For example, each additional mir-
rored memory interface stage added to the daisy-chain
configuration may add additional bus latency to the memory
controller, which may prohibit the memory controller from
performing data writes to both types of memory units in a
consistent manner.

Memory system 300 may also be designed to limit data
and command latency between system elements, for
example between the mirrored memory interface 318 and
the mirrored memory interface 320. Memory system 300,
and in particular mirrored memory interfaces 318, 320, 322,
may be designed to operate at throughput rates consistent
with the throughput of memory controller 326, in order to
not limit the throughput of memory controller 326, and the
performance of processor 102.

Memory system 300 may be designed to have a limited
delay between the parallel write operations to one of the
memory units of the first type (334, 336, 338) and the
memory unit of the second type 340, to ensure that the data
written into the memory unit of the second type is consistent
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with data written into the memory unit of the first type. For
example, the delay may be constrained to be less than one
memory write cycle. Consistency of data between the
memory units of the first type (334, 336, and 338) and the
memory unit of the second type 340 may allow recovery of
data written into memory unit (334, 336, and 338) from the
memory unit 340.

FIG. 3 depicts a daisy-chain of mirrored memory inter-
faces coupled to and configured to write to one of the
memory units 334, 336, 338 and to memory unit 340 in a
parallel write operation, and to read data independently from
the memory units. Mirrored memory interface 318 is also
coupled to memory controller 326 through a single memory
bus 310.

According to embodiments of the present disclosure, the
memory system 300 may provide high reliability data stor-
age for a computer or other electronic system through
maintaining multiple copies of data within a plurality of
memory units of different types. Memory system 300 may
also use only one memory channel to interface with a
memory controller 326, a configuration which may be useful
in making additional channels 332 available to other devices
and applications.

Embodiments of the present disclosure may be imple-
mented on a printed circuit (PC) board, an electronic mod-
ule, on an IC, or a combination of these elements, consistent
with available IC and electronic packaging technologies.

FIG. 4 is a flow diagram illustrating steps for a mirrored
data write operation, according to embodiments. The pro-
cess 400 moves from start 402 to operation 404. Operation
404 generally refers to at least one mirrored memory inter-
face receiving a write command and corresponding data
from a memory controller. In embodiments, the mirrored
memory interface and memory controller may correspond to
118 (FIG. 1) and 126 (FIG. 1) respectively, and their
associated descriptions. The write command may contain
write address information, which may be useful to at least
one mirrored memory interface in determining a write
destination of the corresponding received data. Once a write
command and corresponding data have been received by
least one mirrored memory interface, the process moves to
operation 406.

Operation 406 generally refers to the selection of a
memory unit of the first type by a mirrored memory inter-
face, in response to write address information contained
within the write command received by the mirrored memory
interface. The memory unit of the first type may correspond
to 134 (FIG. 1), and its associated description, in embodi-
ments. The selection operation may be useful in specifying
one memory unit of a plurality of memory units of the first
type, and may enable the use of a large addressable memory
space. Once a memory unit of the first type is selected, the
process moves to operation 408.

Operation 408 generally refers to the writing of received
data into a selected memory unit of the first type by the
mirrored memory interface, in response to the write com-
mand and data received by the mirrored memory interface.
Some embodiments (e.g., FIG. 1, 2) may include a single
memory unit of the first type, while some embodiments
(e.g., FIG. 3) may include a plurality of memory units of the
first type. The selected memory unit of the first type may
include volatile memory such as dynamic random-access
memory (DRAM), which may be arranged on dual in-line
memory modules (DIMMs). The mirrored memory interface
may be useful in maintaining high memory system through-
put by receiving commands and data from the memory
controller and also managing a signal interface with the
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memory unit of the first type. Once the received data is
written into a selected memory unit of the first type, the
process moves to operation 410.

Operation 410 generally refers to the writing of data into
the selected memory unit of the second type by the mirrored
memory interface, in response to the write command and
data received by the mirrored memory interface. The
memory unit of the second type may be non-volatile and
consistent with Non-Volatile Memory (NVM) module 140
(FIG. 1), and its associated description, in embodiments.
The process of writing data into the memory module of the
second type may be done in parallel with operation 408, and
may enable mirroring of the received data in both the
memory unit of the first type and the memory unit of the
second type. The presence of mirrored data may allow
recovery of data from the memory unit of a second type,
should the data in the memory unit of first type become
corrupted or lost. Once the data is written into a selected
memory unit of the second type, the process 400 may end at
block 412.

FIG. 5 is a flow diagram illustrating steps for a recovery
read operation, according to embodiments. The process 500
moves from start 502 to operation 504. Operation 504
generally refers to at least one mirrored memory interface
receiving a read command and corresponding read address
from a memory controller. In embodiments, for example, the
mirrored memory interface and memory controller may
correspond to 118 (FIG. 1) and 126 (FIG. 1), respectively,
and their associated descriptions. The read address accom-
panying a read command may be useful to at least one
mirrored memory interface in determining a location of (and
particular memory unit containing) the requested data. Once
a read command and read address have been received by
least one mirrored memory interface, the process moves to
operation 506.

Operation 506 generally refers to a mirrored memory
interface selecting a memory unit to read from, either one of
the first type or the memory unit of the second type, in
response to receiving the read command and read address
information. In embodiments, the memory units of the first
and second types may correspond to 134, 140 (FIG. 1),
respectively, and their associated descriptions. The selection
operation may be useful in specifying one memory unit of a
plurality of memory units, and may enable the use of an
expanded addressable memory space. The selection opera-
tion may also be useful by allowing a memory unit of the
second type to be accessed during a recovery read operation.
Once a memory unit is selected, the process moves to
operation 508.

Operation 508 generally refers to the reading of requested
data from selected memory unit by the mirrored memory
interface, in response to the read command and accompa-
nying read address information received by the mirrored
memory interface. Some embodiments (e.g., FIG. 1, 2) may
include a single memory unit of the first type, while some
embodiments (e.g., FIG. 3) may include a plurality of
memory units of the first type. Embodiments may include a
memory unit of the second type. The selected memory unit
of the first type may include volatile memory, for example,
dynamic random-access memory (DRAM), which may be
arranged on dual in-line memory modules (DIMMs). The
memory unit of the second type may be non-volatile and
consistent with NVM module 140 (FIG. 1), and its associ-
ated description, in embodiments. The mirrored memory
interface may be useful in maintaining high memory system
throughput by receiving commands from the memory con-
troller and also managing interfaces with the memory units
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of'the first and second types. Once the requested data is read
from a selected memory unit, the process moves to operation
510.

Operation 510 generally refers to the sending of data read
(from the selected memory unit of the first and second types)
by the mirrored memory interface to the memory controller,
in response to the read command and read address informa-
tion received by the mirrored memory interface. The process
of reading data from the memory module of the second type
may be useful to recover data that may have become
corrupted in or lost from the memory module of the first
type. Once the data is sent to the memory controller, the
process 500 may end at block 512.

Although the present disclosure has been described in
terms of specific embodiments, it is anticipated that altera-
tions and modifications thereof may become apparent to
those skilled in the art. Therefore, it is intended that the
following claims be interpreted as covering all such altera-
tions and modifications as fall within the true spirit and
scope of the disclosure.

What is claimed is:
1. A method for operating a mirrored memory system,
comprising:

receiving a write command and data from a memory
controller;

writing the data into a first memory unit of a first type, in
response to receiving the write command, wherein the
first type of memory is a volatile memory susceptible to
a loss of data in response to a loss of a power supply
voltage supplying power to the mirrored memory sys-
tem;

writing the data into a second memory unit of a second
type, in response to receiving the write command,
wherein the second type of memory is a non-volatile
memory less susceptible to the loss of data in response
to the loss of the power supply voltage than the first
memory units, the received data is continuously mir-
rored in the first and second memory units so that the
first memory unit contains a duplicate copy of all the
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data in the second memory unit, and the second
memory unit contains the duplicate copy of all the data
in the first memory unit;

receiving a read command from the memory controller;

selecting one of the first memory unit or the second

memory unit, in response to receiving the read com-
mand;

reading data from the selected memory unit, in response

to receiving the read command; and

sending the data read from the selected memory unit to the

memory controller; wherein the first memory unit is
coupled to the memory controller through a first
memory bus having a first throughput rate,
the second memory unit is coupled to the memory con-
troller through a second memory bus having a second
throughput rate lower than the first throughput rate,

writing the data into the first memory unit comprises
writing uncompressed data into the first memory unit at
the first throughput rate, and

writing the data into the second memory unit comprises

compressing the data to reduce a memory bandwidth
requirement of the second memory bus so that the data
is written into the second memory unit at an effective
throughput rate equal to the first throughput rate.

2. The method of claim 1, wherein writing the data into
the second memory unit is a parallel operation that mirrors
the data written into the first memory unit, and allows
recovery of the data written into the first memory unit from
the second memory unit.

3. The method of claim 1, where a storage capacity of the
second memory unit is sufficient to mirror the data contained
in the first memory unit.

4. The method of claim 1, wherein the read command
from the memory controller is a recovery read operation, and
the data from the second memory unit is sent to the memory
controller.

5. The method of claim 1, further comprising performing
a parallel write of the data into the first memory unit and into
the second memory unit, and recovering the data written into
the first memory unit from the second memory unit.
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