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6 'S?Ceg?g;:“r A WHERE Current Demand cd IS REPLAGED BY
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1
NETWORK DESIGN APPARATUS AND
NETWORK DESIGN METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2013-
105574, filed on May 17, 2013, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a network
design apparatus and a network design method.

BACKGROUND

An optical network adopting a WDM (Wavelength Divi-
sion Multiplex) system in the related art is designed to make
the most of a resource (such as a bandwidth of an optical line)
at the start of operation. As time passes, however, the network
usually experiences a situation where the resource is not used
to the fullest due to the change in distribution of a demand
from a client, the change in network topology, or equipment
failure, for example. Under such situation, it is effective for a
network design apparatus to re-optimize the network by rede-
signing the network that is once optimized.

The network design apparatus in the attempt to re-optimize
the network allocates the demand to each time slot (herein-
after simply referred to as a “slot”) of the optical line in a way
different from the previous way. There is a possibility that the
allocation causes communication interruption in the network
in operation when the allocation of the demand to the slot is
cancelled (hereinafter referred to as “demand cancellation” as
needed) without preparing a substitute optical line in
advance. Being a factor of interrupting a service provided by
a telecommunications carrier, the communication interrup-
tion is desirably avoided as much as possible.

Patent Document 1: Japanese Laid-open Patent Publica-
tion No. 2012-199644

However, the aforementioned network design has had a
problem as follows. That is, the network design apparatus in
the related art has performed the allocation to the slot without
considering the procedure of changing each demand in re-
optimizing the network. The network design apparatus has
therefore been unable to derive a procedure by which the
network can be re-optimized without performing the demand
cancellation (hereinafter referred to as a “best procedure™) in
a short period of time when such procedure is available.
Moreover, the network design apparatus has been unable to
derive, in a short period of time, a procedure by which the
network can be re-optimized with the smallest number of
demand cancellations (hereinafter referred to as a “second
best procedure”) when the best procedure is not available.
These have been the factors of inhibiting the procedure that is
effective in efficiently re-optimizing the network from being
promptly presented to a user.

SUMMARY

According to an aspect of the embodiments, a network
design apparatus includes: a memory; and a processor
coupled to the memory. The processor executes a process
including: calculating an allocation pattern not requiring can-
cellation of a connection request from among a plurality of
allocation candidates, when the connection request transmit-
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ted/received between nodes on a network is to be allocated to
a slot that constructs a link on the network; determining a
change procedure of the connection request in order to
change an allocation pattern provided before the network is
re-optimized to the allocation pattern calculated at the calcu-
lating; and outputting the allocation pattern calculated at the
calculating as an allocation pattern after the network is re-
optimized, along with the change procedure determined at the
determining.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention.

BRIEF DESCRIPTION OF DRAWINGS

FIG.1is adiagram illustrating a configuration of'a network
design system;

FIG. 2 is a diagram illustrating a functional configuration
of'a network design apparatus;

FIG. 3 is a diagram illustrating a hardware configuration of
the network design apparatus;

FIG. 4A is a diagram illustrating a configuration of a net-
work before being re-optimized;

FIG. 4B is a diagram illustrating a configuration of the
network after being re-optimized;

FIG. 5 is a diagram illustrating an allocation pattern of a
demand to a slot;

FIG. 6A is a diagram used to describe a first half of how a
change procedure of the demand changes in accordance with
the allocation pattern of the demand after re-optimization;

FIG. 6B is a diagram illustrating a demand change proce-
dure to perform the re-optimization when the best design is
available;

FIG. 7A is a diagram used to describe a second half of how
the change procedure of the demand changes in accordance
with the allocation pattern of the demand after the re-optimi-
zation;

FIG. 7B is a diagram illustrating the demand change pro-
cedure to perform the re-optimization when the best design is
unavailable;

FIG. 8 is a diagram illustrating a demand dependency
graph representing demand dependency before and after the
re-optimization;

FIG. 9A is a diagram illustrating a slot allocation pattern,
for which the best design can be implemented, before and
after the re-optimization;

FIG. 9B is a diagram illustrating how the demand depen-
dency graph is created based on the slot allocation pattern for
which the best design can be implemented;

FIG. 9C is a diagram illustrating the demand dependency
graph created based on the slot allocation pattern for which
the best design can be implemented;

FIG. 10A is a diagram illustrating the slot allocation pat-
tern, for which the best design cannot be implemented, before
and after the re-optimization;

FIG. 10B is a diagram illustrating how the demand depen-
dency graph is created based on the slot allocation pattern for
which the best design cannot be implemented;

FIG. 10C is a diagram illustrating the demand dependency
graph created based on the slot allocation pattern for which
the best design cannot be implemented;

FIG. 11 is a flowchart used to describe a slot allocation
process considering the demand change procedure;
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FIG. 12 is a diagram illustrating how a different optical line
is classified into a group connected by the same physical link;

FIG. 13A is a diagram illustrating a state of the demand
having a fixed slot before the re-optimization;

FIG. 13B is a diagram illustrating a state of the demand
having the fixed slot after the re-optimization;

FIG. 14A is a diagram illustrating the demand when an
AHC variable has a solution;

FIG. 14B is a diagram illustrating the demand when the
AHC variable does not have a solution;

FIG. 15 is a diagram illustrating a list of parameters of a
calculation model used in finding the allocation pattern of the
demand to the slot;

FIG. 16A is a diagram illustrating the demand that does not
require a process of easing a constraint which fixes the slot
being used;

FIG. 16B is a diagram illustrating the demand that requires
the process of easing the constraint which fixes the slot being
used;

FIG. 17 is a diagram illustrating whether or not cancella-
tion is feasible according to a type of the demand;

FIG. 18A is a diagram used to describe the number of
demands involved in the slot allocation out of the total num-
ber of demands;

FIG. 18B is a diagram used to describe a method of allo-
cating the demand involved in the slot allocation;

FIG. 19 is a diagram illustrating how an optimal solution
for the demand change can be obtained by single calculation;
and

FIG. 20 is a diagram used to describe an effect of reducing
a calculation load accompanying the calculation of an allo-
cation result and the change procedure.

DESCRIPTION OF EMBODIMENTS

Preferred embodiments will be explained with reference to
accompanying drawings. Note that the network design appa-
ratus and the network design method are not to be limited by
the following embodiments.

A configuration of'a network design system according to an
embodiment disclosed in the application will be described
first. FIG. 1 is a diagram illustrating the configuration of a
network design system 1. As illustrated in FIG. 1, the network
design system 1 includes a network N1 and a network design
apparatus 10 connected on the network N1. A plurality of
nodes A to G is arranged on the network N1 where each of the
nodes A to G is connected by an optical line link [.1. While
FIG. 1 illustrates the configuration where the network design
apparatus 10 is connected to the node A from among the
plurality of nodes A to G, the network design apparatus 10
may be connected to another node including the nodes B to G
as well.

FIG. 2 is a diagram illustrating a functional configuration
of the network design apparatus 10. As illustrated in FIG. 2,
the network design apparatus 10 includes an input unit 11, a
storage unit 12, an arithmetic unit 13, and an output unit 14.
Each of these components is connected to be able to input/
output a signal and/or data in one way or two ways.

The input unit 11 inputs, as information related to the
network N1 to be designed, a location of a station, the pres-
ence of fiber connection between the stations, and which
demand corresponding to a bandwidth of what extent is
present from which station to which station, for example. The
input unit 11 further inputs information pertaining to a
demand generated in the network N1 and an arrangement
state of the optical line link .1 before and after performing
re-optimization designing, for example. Specifically, the
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input unit 11 inputs information such as the arrangement of
the optical line within the network N1 or how the demand is
accommodated in the optical line, before and after the re-
optimization.

The storage unit 12 includes an input information storage
unit 121 and a constraint easement information storage unit
122. The input information storage unit 121 stores the various
pieces of information input by the input unit 11. The con-
straint easement information storage unit 122 stores informa-
tion on a site (such as between the nodes A and B) subjected
to a constraint to fix a slot to be used when performing
preprocessing of the network design. The constraint easement
information storage unit 122 further stores information on a
demand (such as a demand D1), the cancellation of which is
permitted in a constraint easement process.

The arithmetic unit 13 includes a change procedure con-
sideration function-equipped slot allocation unit 131 and a
change procedure determination unit 132. The change proce-
dure consideration function-equipped slot allocation unit 131
further includes a mathematical programming model con-
struction unit 131a, an allocation pattern calculation unit
1314, and a constraint easement feasibility determination unit
131¢. The mathematical programming model construction
unit 131a constructs, based on the information stored in the
storage unit 12, a mathematical programming model that can
be represented by using a variety of parameters to be
described later. The allocation pattern calculation unit 1315
calculates an optimal slot allocation pattern by using the
mathematical programming model constructed by the math-
ematical programming model construction unit 131a. The
constraint easement feasibility determination unit 131c¢ deter-
mines whether or not the constraint easement process can be
applied in each station within the network N1 from the result
of calculation performed by the allocation pattern calculation
unit 1315, and at the same time updates the information
within the constraint easement information storage unit 122
based on the determination result.

The change procedure determination unit 132 determines a
demand change procedure based on the result of slot alloca-
tion performed by the change procedure consideration func-
tion-equipped slot allocation unit 131. Specifically, the
change procedure determination unit 132 extracts the demand
change procedure from the slot allocation result obtained by
executing the mathematical programming model and outputs
the procedure to the output unit 14.

Based on the calculation result by the allocation pattern
calculation unit 1315, the output unit 14 outputs information
of the demand that requires cancellation and information of
the slot formed on the optical line link .1 in which the
demand is accommodated. The output unit 14 further outputs
the demand change procedure extracted by the change pro-
cedure determination unit 132.

Now, ahardware configuration of the network design appa-
ratus 10 will be described. FIG. 3 is a diagram illustrating the
hardware configuration of the network design apparatus 10.
In the network design apparatus 10 as illustrated in FIG. 3, a
processor 10a, a storage device 105, an input device 10¢, and
a display device 104 are connected to be able to input/output
various signals and/or data through a bus. The processor 10a
is a CPU (Central Processing Unit) or a DSP (Digital Signal
Processor), for example. The storage device 105 includes a
non-volatile storage device such as an HD (Hard Disk), a
ROM (Read Only Memory), and a flash memory as well as a
RAM such as an SDRAM (Synchronous Dynamic Random
Access Memory). The input device 10c is formed of a key-
board, a mouse, or a touch panel, for example, while the
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display device 104 is formed of an LCD (Liquid Crystal
Display) or an ELD (Electro Luminescence Display), for
example.

With regard to the correspondence between the functional
configuration and the hardware configuration, the input unit
11 among the functional components of the network design
apparatus 10 illustrated in FIG. 2 is realized by the input
device 10c¢ as hardware. The storage unit 12 is realized by the
storage device 105, and the arithmetic unit 13 is realized by
the processor 10a and the storage device 105. The output unit
14 is realized by the processor 10a and the display device 10d.

Next, an overview of a network re-optimization process
will be described with reference to FIGS. 4A and 4B. FIG. 4A
is a diagram illustrating a configuration of the network N1
before being re-optimized. The optical line link L1 illustrated
in FIG. 4A is a 10-Gbps optical line in which eight slots can
be allocated per span (between adjacent nodes). Each of
demands D1 to D4 is a 5-Gbps connection request requiring
four slots per span. In the network N1 before being re-opti-
mized, the demand D1 connects between the nodes D and C
via the nodes A and B, and the demand D2 connects between
the nodes A and D via the nodes B and C, as illustrated in FIG.
4A. Likewise, the demand D3 connects between the nodes A
and E via the nodes D and C, and the demand D4 connects
between the nodes D and C via the node E. Accordingly, the
resource to be used equals 11 spansxfour slots.

On the other hand, FIG. 4B is a diagram illustrating the
configuration of the network N1 after being re-optimized. As
illustrated in FIG. 4B, the demand D1 is optimized to have a
route directly connecting the nodes D and C, and the demand
D2 is optimized to have a route directly connecting the nodes
A and D. The demand D3 is optimized to have a route con-
necting between the nodes A and E via not the node C but only
the node D. Moreover, the demand D4 is optimized to have a
route directly connecting the nodes D and C. As a result, the
resource to be used equals only five spansxfour slots, which
means that the resource to be used can be cut down by 24
(=44-20) resources as compared to pre-optimization.

What is important in the aforementioned re-optimization is
the change procedure of the network configuration, namely,
the route to realize the demand from the client. While the
network design apparatus 10 can free the slot of the optical
line in use by performing the demand cancellation, it is
desired that the demand cancellation be avoided as much as
possible in terms of securing operation reliability. Therefore,
the change procedure with no demand cancellation can be
defined as a “best design”, whereas the change procedure
with the minimum number of demand cancellations can be
defined as a “second best design”. It is further desired that the
number of changes of the demand be kept to the minimum as
much as possible.

The change of demand is implemented by a switching
function at each station only when there exists a vacant slot in
the optical line link LL1. In a case of an OTN (Optical Trans-
port Network), for example, the change of the demands D1 to
D4 can be implemented by utilizing an ODU (Optical Data
Unit)-XC (cross Connect) function.

Here, a demand allocation pattern (slot allocation pattern)
will be described as a precondition to the change procedure of
the demand. The allocation pattern of the optical line link [L1
configuring the network N1 is already determined in the
present embodiment where it is assumed that the network N1
is optimized once. Accordingly, what becomes important is
how the network design apparatus 10 designs the allocation
pattern after re-optimization.

FIG. 5 is a diagram illustrating the demand allocation
pattern to the slot. As illustrated in FIG. 5, the optical line link
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L1 has eight slots per internode, whereas the demand occu-
pies four slots per internode. This means that only two types
of'demands (such as the demand D1 and the demand D2) are
allocated at most in a single internode (eight slots) on the
optical line link L1. FIG. 5 illustrates the example where the
demands D1 and D2 are allocated in the slots between the
nodes A and B, while the demands D2 and D3 are allocated in
the slots between the nodes B and C. In this case, however, the
demand can be allocated in each of links A-B and B-C in
innumerable ways including at least four slot allocation pat-
terns P1 to P4 illustrated in FIG. 5. The change procedure the
demand varies according to the slot allocation pattern.

FIG. 6A is a diagram used to describe a first half of how the
change procedure of the demand changes in accordance with
the allocation pattern (allocation result) of the demand after
re-optimization. As illustrated in FIG. 6 A, there is assumed a
case where the demands D2 and D3, D1 and D4, and D3 are
allocated in links A-D, D-C, and D-E, respectively, as the
allocation pattern after re-optimization. FIG. 6B is a diagram
illustrating the demand change procedure to perform the re-
optimization when the best design is available. As illustrated
in FIG. 6B, the network design apparatus 10 can perform the
re-optimization without cancelling any demands by changing
the slot to which each of the demands D3, D1, D2, and D4 is
allocated in this order from the allocation pattern before the
re-optimization. In other words, the network design apparatus
10 can realize the best design of the network N1.

On the other hand, FIG. 7A is a diagram used to describe a
second half of how the demand change procedure changes in
accordance with the allocation pattern (allocation result) of
the demand after the re-optimization. As illustrated in FIG.
7TA, there is assumed a case where the demands D2 and D3,
D4 and D1, and D3 are allocated in the links A-D, D-C, and
D-E, respectively, as the allocation pattern after the re-opti-
mization. Unlike FIG. 6 A, FIG. 7A illustrates a state (a dead-
lock state) where the demand D2 needs to be moved before
moving the demand D1 and the demand D1 needs to be
moved before moving the demand D2 in regions R1 and R2
each enclosed with a broken line, respectively. This means
that at least either one of the demands D1 and D2 needs to be
cancelled in order for the slot allocation pattern to be in the
state after the re-optimization.

FIG. 7B is a diagram illustrating the demand change pro-
cedure to perform the re-optimization when the best design is
unavailable. As illustrated in FIG. 7B, the network design
apparatus 10 starts from the allocation pattern before the
re-optimization, cancels the demand D1 temporarily, and
then changes the slot to which each of the demands D2, D3,
and D4 is allocated in this order. The network design appa-
ratus 10 thereafter resets the cancelled demand D1 to be able
to perform the re-optimization while keeping the number of
demand cancellations to the minimum (one). In other words,
the network design apparatus 10 can realize the second best
design of the network N1. As described above, the difference
in the demand allocation patterns to the slot (referto FIGS. 6A
and 7A) affects the change procedure of the demand, where
the change procedure varies greatly according to the demand
allocation pattern. It is therefore important for the network
design apparatus 10 to consider the change procedure of the
demand in the determination of the demand allocation pattern
when performing the re-optimization of the network N1.

Now, there will be described a demand dependency graph
that is an effective tool to find out the aptitude of the change
procedure. FIG. 8 is a diagram illustrating the demand depen-
dency graph representing demand dependency before and
after the re-optimization. As illustrated in FIG. 8, the demand
dependency graph is a digraph in which the optical line link
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L1 has a direction. In FIG. 8, an arrow Y1 is drawn from the
demand D4 as a starting point toward the demand D1. One
can tell from this that the slot used by the demand D1 is to be
used by the demand D4 after the re-optimization. Likewise,
one can tell from arrows Y2 and Y3 that the slot used by each
of the demands D2 and D3 is to be used by the demands D1
and D2 after the re-optimization, respectively. The demand
dependency graph is created while considering the depen-
dency between the demands for each slot, as described above.

The network design apparatus 10 can determine the feasi-
bility of the network design as follows by referring to the
demand dependency graph. The best design illustrated in
FIG. 6A is feasible when the demand dependency graph does
notinclude aloop, for example. On the other hand, the second
best design is feasible when the demand dependency graph
includes a loop but there is at least one demand (such as the
demands D1 and D2) that can be cancelled among the plural-
ity of demands configuring the loop. However, the network
design apparatus 10 can realize neither the best design nor the
second best design for the network N1 when there is no
demand that can be cancelled on the loop.

Next, a method of creating the demand dependency graph
will be described with reference to FIGS. 9A to 10C. FIG. 9A
is a diagram illustrating the slot allocation pattern, for which
the best design can be implemented, before and after the
re-optimization. Being similar to FIG. 6 A, FIG. 9A will not
be described in detail. FIG. 9B is a diagram illustrating how
the demand dependency graph is created based on the slot
allocation pattern for which the best design can be imple-
mented. As illustrated in FIG. 9B, the demand dependency
graph is created for each section of the optical line link [.1
while considering the dependency among each of the
demands D1 to D4.

For example, no arrow is drawn in the links A-B, B-C, D-E,
and C-E where the demand allocation is not performed after
the re-optimization, whereas the demand D1 is replaced by
the demand D2 in the link A-D. Accordingly, an arrow Y4 is
drawn from the demand D2 toward the demand D1 in the link
A-D in FIG. 9B. Likewise, the demand D1 is replaced by the
demand D3 as well as the demand D4 is replaced by the
demand D2 in the link D-C. Accordingly, an arrow Y5 from
the demand D3 toward the demand D1 as well as an arrow Y6
from the demand D2 toward the demand D4 are drawn in the
link nodes D-C in FIG. 9B.

The demand dependency graph is created by putting
together all the demand dependencies occurring in each sec-
tion illustrated in FIG. 9B. FIG. 9C is a diagram illustrating
the demand dependency graph created based on the slot allo-
cation pattern for which the best design can be implemented.
As illustrated in FIG. 9C, the created demand dependency
graph does not include a loop, whereby it is determined that
the best design can be implemented for the slot allocation
pattern before and after the re-optimization (referto FIG. 9A).
In addition to the feasibility of the best design, the change
procedure of the demand can also be specified from the
demand dependency graph illustrated in FIG. 9C. That is, the
network design apparatus 10 can acquire the change proce-
dure of the demands D1 to D4 from the allocation pattern
before the re-optimization to the allocation pattern after the
re-optimization by tracing the arrows Y5, Y4, and Y6 illus-
trated in the demand dependency graph in a reverse direction.

FIG. 10A is a diagram illustrating the slot allocation pat-
tern, for which the best design cannot be implemented, before
and after the re-optimization. Being similar to FIG. 7A, FIG.
10A will not be described in detail. FIG. 10B is a diagram
illustrating how the demand dependency graph is created
based on the slot allocation pattern for which the best design
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cannot be implemented. As illustrated in FIG. 10B, the
demand dependency graph is created for each section of the
optical line link [.1 while considering the dependency among
each of the demands D1 to D4.

For example, no arrow is drawn in the links A-B, B-C, D-E,
and C-E where the demand allocation is not performed after
the re-optimization, whereas the demand D1 is replaced by
the demand D2 in the link A-D. Accordingly, an arrow Y7 is
drawn from the demand D2 toward the demand D1 in the link
A-D inFIG. 10B. Likewise, the demand D3 is replaced by the
demand D4 as well as the demand D2 is replaced by the
demand D1 in the link D-C. Accordingly, an arrow Y8 from
the demand D4 toward the demand D3 as well as an arrow Y9
from the demand D1 toward the demand D2 are drawn in the
link D-C in FIG. 10B.

The demand dependency graph is created by putting
together all the demand dependencies occurring in each sec-
tion illustrated in FIG. 10B. FIG. 10C is a diagram illustrating
the demand dependency graph created based on the slot allo-
cation pattern for which the best design cannot be imple-
mented. As illustrated in FIG. 10C, the created demand
dependency graph includes a loop within a region R3
enclosed with a broken line. It can therefore be determined
that the best design cannot be implemented for the slot allo-
cation pattern before and after the re-optimization (refer to
FIG. 10A). In addition to the feasibility of the best design, the
demand to be cancelled can also be specified from the demand
dependency graph illustrated in FIG. 10C. That is, the loop is
formed of the arrows Y7 and Y8 illustrated in the demand
dependency graph, whereby the network design apparatus 10
can re-optimize the network N1 by allowing either one of the
demands D1 and D2 located at the edge of the loop to be
cancelled.

The operation will now be described. FIG. 11 is a flowchart
used to describe a slot allocation process considering the
demand change procedure.

In S1, the mathematical programming model construction
unit 131« divides the optical line into groups each having the
same physical link, as a first half of preprocessing. FIG. 12 is
a diagram illustrating how different optical line links M1 and
M2 are classified into a group connected by the same physical
link T1. As illustrated in FIG. 12, the optical line links M1 and
M2 are mutually different links but connect the nodes A to D
by the same physical link T1. The optical line link M1 and the
optical line link M2 are thus classified as the optical line
within the same group. In this manner, the mathematical
programming model construction unit 131a executes the pro-
cess of putting together the plurality of optical line links M1
and M2 corresponding to the same physical link T1 into one
group.

In S2, the mathematical programming model construction
unit 1314 fixes the slot of the demand used both before and
after the re-optimization in each physical link, as a second
half of the preprocessing. FIG. 13A is a diagram illustrating a
state of the demands D1 and D2 each having the fixed slot
before the re-optimization. FIG. 13B is a diagram illustrating
a state of the demands D1 and D2 each having the fixed slot
after the re-optimization. As illustrated in FIGS. 13A and
13B, the demands D1 and D2 out of the demands D1 to D4 are
used in the same physical link T1 (within the same group)
before and after the re-optimization. Accordingly, the math-
ematical programming model construction unit 131a fixes the
slot used by each of the demands D1 and D2 to the slot on the
left side of each of the optical line links M1 and M2. On the
other hand, the slot of which of the optical line links M1 and
M2 to be used to allocate demands D5 and D6 is not fixed, but
is selected and determined by a network designer.
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That is, in S2, the network design apparatus 10 applies a
constraint to fix the slot to which the demand is allocated
when the same demand (the demands D1 and D2 in the
present embodiment) is accommodated in the same group
both before and after the re-optimization. This constraint
allows the network design apparatus 10 to greatly reduce the
calculation load on a first round of calculation model and to
obtain an optimal solution (optimal allocation pattern and
change procedure) under most conditions. There is however a
case where no solution is obtained as a result of the constraint
depending on the allocation pattern before the re-optimiza-
tion. The network design apparatus 10 in such case provides
relief by easing the constraint in a process to be described
later.

In S3, the mathematical programming model construction
unit 131a of the network design apparatus 10 constructs a
mathematical programming model that is a calculation model
utilizing mathematical programming, and then the allocation
pattern calculation unit 1315 uses the model to calculate the
demand allocation pattern to the slot. The network design
apparatus 10 considers the demand change procedure when
calculating the allocation pattern.

The mathematical programming model construction unit
131a constructs the mathematical programming model by
using a parameter such as an AHC (Acyclic Hop Count)
variable. The AHC variable is an integer value given to each
of the demands D1 to D4 and is determined under the con-
straint that, in the aforementioned demand dependency
graph, the demand on the upstream side has to have a value
greater than that of the demand on the downstream side. FIG.
14A is a diagram illustrating the demand when the AHC
variable has a solution. As illustrated in FIG. 14A, the AHC
variable has a solution only when the demand dependency
graph is an acyclic graph. The allocation pattern calculation
unit 1315 calculates the allocation pattern such that the AHC
variable has a solution, namely, the allocation pattern where
the demand dependency graph does not include a loop.

FIG. 14B is a diagram illustrating the demand when the
AHC variable does not have a solution. As illustrated in FIG.
14B, the AHC variable does not have a solution when the
demand dependency graph is a cyclic graph (a graph includ-
ing a loop). FIG. 15 is a diagram illustrating a list of param-
eters of the calculation model used in finding the demand
allocation pattern to the slot. The network design apparatus
10 uses the AHC variable and the parameter illustrated in FIG.
15 to calculate the optimal solution where the demand depen-
dency graph does not include the loop.

Here, the calculation model to implement the design (best
design) in which no demand is cancelled is constructed by
using constraint expressions (1) to (5), constraint expression
(6) from which a term including “IsDisrupted(cd)” is
removed, and the parameters corresponding to Nos. 1 to 8, 10,
and 12 to 15 in FIG. 15. This calculation model becomes a
basic model.

1
Z RepUsedSlot(cd, rd, h) + NewUsedSlot(rd, h) = M

cdeh
BW(rd) «x s HOODUUsed(h, rd)(for ¥ rd, h).

2)
Z RepUsedSlot(cd, rd, h) < @
d

BW(cd) * RemainHOODU(h)(for ¥ cd, k).

-continued
NewUsedSlor(rd, h) < (3)
(BW(h) -3 BW(cd)]* IsUsedHOODU(h, rd)(for V ).
5 adeh
4
—M = IsRepOccur(cd, rd) + Z RepUsedSlot(cd, rd, h)] < @
i
O(for¥ (cd, rd)except cd = rd)
10
5
Z IsUsedHOODU(h, rd) = 1(for ¥ hr, rd) )
i
—M = IsDisrupted(cd) — M = (1 — IsRepOccur(cd, rd)) + (6)
13 (AHC(cd) + IsRepOccur(cd, rd) <
AHC(rd)(for¥ (cd, rd)except cd = rd)
- The calculation model to implement the design (second

best design) in which the minimum number of demands are
cancelled is constructed by using constraint expressions (1) to
(5), constraint expression (6) (including the term which
includes “IsDisrupted (cd)”), and the parameters correspond-
ing to Nos. 1 to 10 and 12 to 15 in FIG. 15. At this time, the
mathematical programming model construction unit 131a
can construct the aforementioned calculation model by
applying constraint expression (7) below to the demand that is
not permitted to be cancelled among the demands D1 to D4,
30 for each of which the allocation pattern is to be calculated.

25

IsDisrupte d(d)="or Disrupt impossible &) (7

Note that the network design apparatus 10 is an apparatus
which re-optimizes the network N1 that is optimized once,
and thus needs to correspond in a way different from con-
structing the aforementioned calculation model when the
design result itself varies before and after the re-optimization.
In such case, the mathematical programming model construc-
40 tion unit 131a uses constraint expressions (1) to (7), con-

straint expressions (8) and (9), and the parameters corre-
sponding to Nos. 1 to 15 in FIG. 15 to construct the
calculation model.

The aforementioned case corresponds to a case where the
number of links used varies before and after the re-optimiza-
tion. For example, in FIGS. 4A and 4B, the number of links
used by the demands D1 to D4 before the re-optimization
equals “6” (all six links), whereas the number of links used by
50 the demands D1 to D4 after the re-optimization equals “3”.
This means that the number of links used in the network N1
decreases as the network is re-optimized. Accordingly, the
allocation pattern calculation unit 1315 of the arithmetic unit
13 included in the network design apparatus 10 determines
which of the links used before the re-optimization is diverted
as the link used after the re-optimization when calculating the
allocation pattern. FIGS. 4A and 4B illustrate the example
where three links A-D, D-C, and D-E out of the six links used
before the re-optimization are used (diverted) successively

60 after the re-optimization.

8
Z RemainCHOODU(h) < ®

hehr,bw

Total CHOODUNum(hr, bw)(for¥ hr, bw)



US 9,270,538 B2

11

-continued

Z BW(rd)  IsUsedHOODU(h, rd) — ©
rd

BW(h) x RemainCHOODU(h) < 0(forV h)

Referring back to FIG. 11, a demand change procedure
extraction unit 132a determines the demand change proce-
dure from the acquired demand dependency graph (refer to
FIG. 9C) (S5) when the solution exists in the calculation
result obtained in S3 (S4; Yes). That is, the demand change
procedure extraction unit 132a assigns a change order to each
of the demands D1 to D4 from the demand D3 in the lower-
most stream in the demand dependency graph toward the
upstream. Note that when the demand dependency graph
includes the loop (refer to FIG. 10C), the demand change
procedure extraction unit 1324 assigns the change order from
the demand D1 as a starting point toward the upstream, the
demand D1 being the demand that can be cancelled in the
loop. Thereatter, the slot to which each of the demands D1 to
D4 is allocated is changed according to the assigned order.

When it is determined in S4 that the solution does not exist
in the calculation result obtained in S3 (S4; No), the con-
straint easement feasibility determination unit 131¢ deter-
mines the presence of a fixed slot that can be freed (S6). When
it is determined that there exists the fixed slot that can be freed
(S6; Yes), the mathematical programming model construc-
tion unit 131a eases the constraint to fix the slot being used
(S7) and re-executes the process from S3 onward.

Now, a constraint easement process | (easement of con-
straint to fix the slot being used) will be described in more
detail with reference to FIGS. 16A and 16B. FIG. 16A is a
diagram illustrating the demand that does not require the
process of easing the constraint to fix the slot being used. It is
assumed in FIG. 16A that the demands D1 and D2 are under
the fixing constraint which limits the slot being used where
the demands D1 and D2 need to use the same 10-Gbps optical
line before and after the re-optimization. In this case, in the
example illustrated in FIG. 16A, the demands D1 and D2 use
the same optical line before and after the re-optimization,
whereby no problem arises in particular when the network
design apparatus 10 keeps the slot fixed.

On the other hand, FIG. 16B is a diagram illustrating the
demand that requires the process of easing the constraint
which fixes the slot being used. FIG. 16B illustrates the
example where one of the 10-Gbps optical lines is occupied
by a 10-Gbps demand D7 after the re-optimization. This
causes the solution by which the slot allocation can be
executed to be nonexistent unless the network design appa-
ratus 10 eases the constraint which fixes the slot being used
and moves either one of the demands D1 and D2 used both
before and after the re-optimization. The fixing constraint
needs easement in such case.

It is however difficult to make a distinction whether or not
the fixing constraint needs easement. Now, in executing the
loop of S3 to S9 in FIG. 11, the network design apparatus 10
may implement the design to fix the slot being used in the first
round of loop, so that the process always proceeds to S8 after
completing the process in S6. The network design apparatus
10 may then ease the constraint which fixes the slot being
used for the first time when the solution does not exist after the
first round of loop (S4; No), so that the process in S7 can be
executed after completing the process in S6. This also brings
a benefit of improving the extensibility of the network N1.

The constraint easement feasibility determination unit
131c¢ determines the presence of the demand that can be
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cancelled (S8) when it is determined in S6 that there is no
fixed slot that can be freed (S6; No). When it is determined
that there exists the demand that can be cancelled (S8; Yes),
the mathematical programming model construction unit 131a
eases a condition under which the demand can be cancelled
(S9) and then re-executes the process from S3 onward.

Now, a constraint easement process Il (demand cancella-
tion constraint easement) will be described in more detail
with reference to FIG. 17. While the best design is the one that
does not require any demand cancellations in the re-optimi-
zation, there is a case where the network design apparatus 10
is unable to realize the re-optimization unless the apparatus
allows the demand to be cancelled, depending on the mode of
the network N1 or the way the network is optimized. In such
case where the condition under which the demand can be
cancelled needs easement, the network design apparatus 10
can apply constraint expression (7) described above to imple-
ment the design in which the demand is cancelled in a variable
manner according to the priority of the demand.

FIG. 17 is a diagram illustrating whether or not cancella-
tion is possible according to a type of the demand. In a
demand cancellation feasibility table 123 as illustrated in
FIG. 17, for example, the demand to which “1” is assigned as
a “type number” has a status “Work (currently used)” and
“temporary cancellation not allowed”, whereby the highest
rank “©” is set as “priority”. The demand to which “2” is
assigned as the “type number” has a status “Work (currently
used)” and “temporary cancellation allowed”, whereby an
intermediate rank “O is set as the “priority”. Thus, a differ-
ent value is set as the “status” of the demand according to the
contract content established with a customer (such as a level
of service level agreement) between the demands that are
both in the same status “Work (currently used)”. Moreover,
the demand to which “3” is assigned as the “type number” has
a status “Protection (reserved)” and “temporary cancellation
allowed”, whereby the lowest rank “A” is set as the “priority”.

The network design apparatus 10 can realize the design as
follows, for example, by variably setting whether or not the
cancellation is feasible according to the type of the demand.
That is, in executing the loop of S3 to S9 in FIG. 11, the
network design apparatus 10 implements the design to pro-
hibit cancellation of all types of demands in the first round of
loop. The network design apparatus 10 then allows only the
demand to which “3” is assigned as the “type number” to be
cancelled when the solution is not obtained in the first round
of'loop (S4; No). When the solution still is not obtained in the
second round of loop (S4; No), the network design apparatus
10 further eases the condition under which the demand can be
cancelled, and implements the design to allow the demand to
which “2” is assigned as the “type number” to be cancelled in
addition to the demand to which “3” is assigned.

The network design apparatus 10 determines that the
designing of the network N1 has failed (S10) when it is
determined in S8 that there is no demand that can be cancelled
(S8; No). In particular, for example, it is effective to take the
following measures when the solution still does not exist after
performing the corresponding constraint easement by algo-
rithm. That is, the network design apparatus 10 can take the
measure of adding an optical line, changing the demand,
re-executing the re-optimization design where the current
designing result is now a prohibitive constraint, or increasing
the lower limit of the number of demand cancellations.

Note that the two types of constraint easement processes
described above are executed in an arbitrary order. In other
words, the used slot fixing constraint easement process pre-
cedes the demand cancellation constraint easement process in
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FIG. 11, but the network design apparatus 10 may preferen-
tially execute the latter instead.

The network design apparatus 10 as described above uses
integer linear programming (ILP) to execute the process of
constructing the slot allocation calculation model having the
change procedure consideration function (S3 in FIG. 11). At
the same time, the network design apparatus 10 executes the
constraint easement process (S6 to S9 in FIG. 11) which can
be implemented by utilizing the aforementioned model and
gradually eases the design constraining condition when the
solution does not exist. The network design apparatus 10 can
realize the slot allocation design after the re-optimization and
the designing of the change procedure which realizes the
design content at the same time through each process
described above.

Next, a process of outputting the method of re-optimizing
the network N1 (the result of demand allocation to the slot and
the demand change procedure) with reference to the network
N1 illustrated in FIGS. 4A and 4B once again.

FIG. 18A is a diagram used to describe the number of
demands involved in the slot allocation out of the total num-
ber of demands. While a total number of demands d within the
network N1 illustrated in FIGS. 4A and 4B is “4”, the number
of demands d,,, involved in the slot allocation is “2”, as
illustrated in FIG. 18A. The detailed description will be pro-
vided below with reference to FIG. 18B.

FIG. 18B is a diagram used to describe the method of
allocating the demand involved in the slot allocation. In the
link A-D, the demand D3 is allocated both before and after the
re-optimization and is thus allocated to the slot in a single
pattern (slot numbers 5 to 8). As a result, the demand D2 is
allocated to the link A-D in a single pattern (slot numbers 1 to
4). In the link D-E, slots numbered 1 to 4 are used by the
demand D4 before the re-optimization so that the demand D3
is determined to be allocated to vacant slots (slot numbers 5 to
8) excluding the slot numbers 1 to 4.

In the link D-C, on the other hand, the demands D1 and D4
are newly allocated to vacant slots (slot numbers 1 to 8) after
the demands D3 and D2 allocated thereto before the re-opti-
mization are deleted. Therefore, the method of allocating the
demands D1 and D4 is not uniquely specified but includes at
least three patterns such as slot allocation candidates C1 to C3
illustrated in FIG. 18B. That is, only the demands D1 and D4
are involved in the slot allocation out of all the demands D1 to
D4 from which the demands D2 and D3 are excluded. The
number of demands d,,, involved in the slot allocation equals
“2” as a result.

The network design apparatus in the related art does not
consider the change procedure when executing the slot allo-
cation and therefore tests one by one a slot allocation pattern
which possibly has a solution. Accordingly, it is difficult to
specify the change procedure which does not result in the
deadlock in the first attempt, meaning that the network design
apparatus needs to perform the calculation for a plurality of
times until the apparatus derives the design that can be re-
optimized without cancelling the demand. On the other hand,
the network design apparatus 10 according to the present
embodiment can derive the network design that can be re-
optimized by single calculation. A method of deriving the
output result will be described in detail with reference to FIG.
19.

FIG. 19 is a diagram illustrating how an optimal solution
for the demand change can be obtained by the single calcu-
lation. As illustrated in FI1G. 19, the network design apparatus
10 uses constraint expressions (6), (4), (1), and (5) to calculate
a demand allocation result to the slot (slot allocation result)
W1 and a demand change procedure W2 based on a condition
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input by the user, and outputs the calculated results to the
display device 104 as a final output result. The user of the
network design apparatus 10 can promptly and accurately
grasp the optimal solution for the demand change by referring
to the output result.

Note that as described above, the link D-C is the only link
that has the plurality of slot allocation candidates in the
example illustrated in FIG. 19, so that constraint expression
(2) is self-evident. Accordingly, constraint expression (2) will
be omitted. Moreover, there is not a new link (HO-ODU:
High Order channel-Optical Data Unit) in the example illus-
trated in FIG. 19 so that constraint expression (3) has “0” on
both sides. Accordingly, constraint expression (3) will be
omitted.

The network design apparatus 10 includes the allocation
pattern calculation unit 1315, the demand change procedure
extraction unit 132q, and the output unit 14 as described
above. The allocation pattern calculation unit 13156 calcu-
lates, from among the plurality of allocation candidates, the
allocation pattern (the best design in FIG. 6A) that does not
require cancellation of the demands D1 to D4 when allocating
the demands D1 to D4 transmitted/received among the nodes
Ato E onthe network N1 to the slot configuring the link on the
network N1. The demand change procedure extraction unit
132a determines the change procedure of each of the
demands D1 to D4 (refer to FIG. 6B) employed to change the
allocation pattern of the network N1 before the re-optimiza-
tion to the allocation pattern calculated by the allocation
pattern calculation unit 1315. The output unit 14 outputs the
allocation pattern calculated by the allocation pattern calcu-
lation unit 1315 as the allocation pattern of the network N1
after the re-optimization along with the change procedure
determined by the demand change procedure extraction unit
132a.

That is, the network design apparatus 10 considers the
order of changing each ofthe demands D1 to D4 when chang-
ing the pattern of allocating the demands D1 to D4 to each slot
in order to re-optimize the network N1. The network design
apparatus 10 can therefore re-optimize the network N1 while
keeping down the number of cancellations of the demand
allocated to the slot.

Moreover, the allocation pattern calculation unit 1315 of
the network design apparatus 10 may calculate the allocation
pattern which has the minimum number of cancellations of
the demands D1 to D4 (the second best design in FIG. 7A)
when there is no allocation pattern that does not require
cancellation of the demands D1 to D4. The allocation pattern
calculation unit 1315 may also determine which of the links
before the re-optimization is diverted as the link after the
re-optimization when the demands D1 to D4 use different
links before and after re-optimizing the network N1.

The network design apparatus 10 may further include the
constraint easement feasibility determination unit 131c
which performs the control to ease the constraint to fix the slot
used by each of the demands D1 to D4 or the condition under
which each of the demands D1 to D4 can be cancelled, when
there is no allocation pattern that does not require cancella-
tion of the demands D1 to D4 (S4; No).

The network design apparatus 10 may further include the
mathematical programming model construction unit 131a
which classifies the plurality of optical line links M1 and M2
corresponding to the same physical link T1 into the same
group prior to calculating the allocation pattern. In this case,
the constraint easement feasibility determination unit 131¢
may add the fixing constraint to the slot used by the same
demand (such as D3) before and after the re-optimization,
from among the plurality of slots included in the plurality of
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optical line links M1 and M2 classified into the same group by
the mathematical programming model construction unit
131a. In other words, the constraint easement feasibility
determination unit 131¢ may add the constraint to fix the
aforementioned slot (such as the slot having the slot numbers
5 to 8 of the link A-D in FIG. 6A) as the slot used by the
aforementioned demand (the slot used exclusively by the
aforementioned slot).

Now, the effect attained by the network design apparatus
10 according to the present embodiment will be described in
more detail with reference to FIGS. 20, 18 A, and 18B and the
network configuration illustrated in FIGS. 4A and 4B as the
example.

In a case where there are 72 nodes, 86 links and 60
demands, for example, the optimality of the design result
improves twofold or more compared to the method in the
related art where the calculation time is the same. That is,
even when the change procedure without demand cancella-
tion cannot be presented in the method of the related art, there
exists a case where such procedure can be presented accord-
ing to the network design apparatus 10 of the present embodi-
ment. Moreover, there exists a case where the number of
demand cancellations can be decreased as compared to the
method in the related art even when the network design appa-
ratus 10 according to the present embodiment cannot present
the change procedure without demand cancellation.

The network design apparatus 10 can also obtain the effect
of reducing the calculation load by considering the change
procedure with use of the mathematical programming. FIG.
20 is a diagram used to describe the effect of reducing the
calculation load accompanying the calculation of the alloca-
tionresult and the change procedure. As the assumption to the
description, “N” denotes the number of links involved in the
slot allocation, “M” denotes the number of types of the
demand before the re-optimization involved in the slot allo-
cation, and the “d,,” denotes the number of demands
involved in the slot allocation as described above. The num-
ber of'slot allocation candidates per link is represented by M!
(factorial of M) with use of the “M”.

While the total number of links equals “6” in the example
illustrated in FIGS. 4A and 4B, the link D-C is the only link
involved in the slot allocation as described above. N=1 is set
as a result. Where the demands D3 and D2 are of different
types (refer to FIG. 17), the number of types of the demand
involved in the slot allocation before the re-optimization is
two being the demands D3 and D2 (refer to FIG. 18B). M=2
is set as a result. Likewise, the demands D1 and D4 are
involved inthe slot allocation in FIG. 18B, where d; =2 is set
as the number of demands d_,,,. M!=2 is further set as the
number of slot allocation candidates M! per link since M=2 is
set.

Under the aforementioned condition, as illustrated in a
calculation time comparison table 124 in FIG. 20, the number
of designing attempted is decreased to one time compared to
(MNY(2'=2) times in the related art. The number of variables
constructing each expression is changed from d to d+d;,x
M!. Furthermore, the calculation time is changed from
dx(MY to dx(1+M!) at the longest. While there is no big
difference in the calculation times in the present embodiment
where a simple network configuration is illustrated for the
convenience of description, each of the number of nodes, the
number of links, and the number of demands on a single
network usually takes a large value such as approximately 50
to 100. Therefore, in calculating the allocation result of the
demand to the slot, the network design apparatus 10 considers
the change procedure by using the mathematical program-
ming in order to be able to shorten the calculation time that
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has been in the order of N-th power (where N is a natural
number) down to the order of N-fold.

Note that while a ring type is illustrated in FIG. 1 as the
form of the network N1 according to the aforementioned
embodiment, the present invention can also be applied to any
form of network such as a bus type, a star type, a tree type, or
a type combining these types. The number of nodes relaying
a packet in the network is not limited to seven either.

Furthermore, each component of the network design appa-
ratus 10 in the aforementioned embodiment does not neces-
sarily have to be physically configured as illustrated in the
figures. That is, the specific mode of breakup or integration of
each device is not limited to what is illustrated in the figures,
where all or a part of each device can be functionally or
physically broken up or integrated by an arbitrary unit accord-
ing to a variety of loads or use conditions. The input infor-
mation storage unit 121 and the constraint easement informa-
tion storage unit 122, or the mathematical programming
model construction unit 1314, allocation pattern calculation
unit 1315, and constraint easement feasibility determination
unit 131¢ may each be integrated as a single component, for
example. In contrast, the constraint easement feasibility
determination unit 131¢ may be broken up into a part which
determines whether or not the constraint easement process
can be applied and a part which updates information in the
constraint easement information storage unit 122. Further-
more, a memory which stores the input information and the
constraint easement information may be connected to the
network design apparatus 10 as an external device thereof
through a network or a cable.

According to the embodiments, the network can be re-
optimized while suppressing the number of cancellations of
the demand allocated to the slot.

All examples and conditional language provided herein are
intended for pedagogical purposes of aiding the reader in
understanding the invention and the concepts contributed by
the inventors to further the art, and are not to be construed as
limitations to such specifically recited examples and condi-
tions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although one or more embodiments
of the present invention have been described in detail, it
should be understood that the various changes, substitutions,
and alterations could be made hereto without departing from
the spirit and scope of the invention.

What is claimed is:

1. A network design apparatus comprising:

a memory; and

a processor coupled to the memory, wherein the processor
executes a process including:

calculating an allocation pattern not requiring cancellation
of a connection request from among a plurality of allo-
cation candidates, when the connection request trans-
mitted/received between nodes on a network is to be
allocated to a slot that constructs a link on the network;

determining a change procedure of the connection request
in order to change an allocation pattern provided before
the network is re-optimized to the allocation pattern
calculated at the calculating; and

outputting the allocation pattern calculated at the calculat-
ing as an allocation pattern after the network is re-opti-
mized, along with the change procedure determined at
the determining.

2. The network design apparatus according to claim 1,

wherein the calculating includes calculating an allocation
pattern which results in the minimum number of cancella-
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tions of the connection request when the allocation pattern
not requiring cancellation of the connection request does not
exist.

3. The network design apparatus according to claim 1,
wherein the calculating includes determining which of links
used before the re-optimization is diverted as a link used after
the re-optimization when the connection request uses a dif-
ferent link before and after the network is re-optimized.

4. The network design apparatus according to claim 1,
further including performing control to ease a fixing con-
straint for a slot used by the connection request or a condition
under which the connection request is cancelable, when the
allocation pattern not requiring cancellation of the connection
request does not exist.

5. The network design apparatus according to claim 4,
further including classifying a plurality of links correspond-
ing to the same physical link into the same group prior to
calculating the allocation pattern, wherein

the performing includes adding the fixing constraint to a

slot, which is used by the same connection request
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before and after the re-optimization, from among a plu-
rality of slots constructing the plurality of links classi-
fied into the same group at the classifying.

6. A network design method comprising:

in a network design apparatus,

calculating an allocation pattern not requiring cancellation
of a connection request from among a plurality of allo-
cation candidates, when the connection request trans-
mitted/received between nodes on a network is to be
allocated to a slot that constructs a link on the network,
using a processor;

determining a change procedure of the connection request
in order to change an allocation pattern provided before
the network is re-optimized to the calculated allocation
pattern, using the processor; and

outputting the calculated allocation pattern as an allocation
pattern after the network is re-optimized, along with the
determined change procedure, using the processor.
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