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MEDICAL SYSTEM, MEDICAL IMAGING
APPARATUS, AND METHOD OF
PROVIDING THREE-DIMENSIONAL
MARKER

RELATED APPLICATIONS

This application claims the benefit of Korean Patent
Application No. 10-2012-0139468 filed on Dec. 4, 2012 ,
and Korean Patent Application No. 10-2013-0150038 filed
on Dec. 4, 2013 in the Korean Intellectual Property Office,
the disclosure of which is incorporated herein in its entirety
by reference.

BACKGROUND

1. Field

One or more embodiments of the present invention relate
to a medical system, and more particularly, to a medical
system, a medical imaging apparatus, and a method of
providing a 3-dimensional (3D) marker.

2. Description of the Related Art

A medical system provides an image of an object, and is
used in various fields. The medical system includes a
magnetic resonance image (MRI) system, a computed
tomography (CT) system, a positron emission tomography
(PET-CT) system, an ultrasonic system, and the like. Here-
inafter, for the convenience of description, the medical
system is referred to as an ultrasonic system that provides an
ultrasonic image of an object.

The ultrasonic system is non-invasive and non-destruc-
tive, and thus is widely used in the medical field so as to
obtain information regarding the inside of the object. The
ultrasonic system provides high-resolution images of the
inside of the object to medical doctors in real-time, without
the need of an intrusive surgical operation that requires
directly cutting into the object in order to obtain information
regarding the inside thereof. Thus, the ultrasonic system is
an important device in the medical field.

The ultrasonic system provides 3-dimensional (3D) ultra-
sound images that include clinical information such as
spatial information and anatomical information, which may
not be provided in 2-dimensional (2D) ultrasound images. In
the ultrasound system, the 3D ultrasound images are gen-
erated by sequentially transmitting ultrasonic signals to the
object, receiving ultrasonic signals that are reflected from
the object (i.e., ultrasonic echo signals), generating 3D data
(i.e., volume data), and then, volume rendering the 3D data.

At least one marker for showing a region of interest in an
ultrasound image may be set in the ultrasonic system. In the
related art, a 2D marker may be set on the 2D ultrasound
images. Alternatively, in order to set a marker on the 3D
ultrasound images, the 2D marker may be set on sectional
images (i.e., the 2D ultrasound images) that correspond to
the 3D ultrasound images. Therefore, there is a need for a
system for directly setting a 3D marker on the 3D ultrasound
images.

SUMMARY

One or more embodiments of the present invention
include a medical system and a method of detecting 3-di-
mensional (3D) geometry information of a 3D marker based
on 3D data, and setting the 3D marker on a 3D image that
corresponds to the 3D data by using the detected 3D
geometry information.
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Additional aspects will be set forth in part in the descrip-
tion which follows and, in part, will be apparent from the
description, or may be learned by practice of the presented
embodiments.

According to one or more embodiments of the present
invention, a medical system includes an image data obtain-
ing unit obtaining image data that corresponds to a 3-di-
mensional (3D) image of an object, the object comprising a
target object; a user input unit receiving input information;
and a processor generating 3D data by using the image data,
generating the 3D image by using the 3D data, detecting 3D
geometry information that corresponds to a 3D marker in the
3D data based on the input information, and setting the 3D
marker on the 3D image based on the 3D geometry infor-
mation that is detected.

According to one or more embodiments of the present
invention, a method of setting a 3D marker, the method
includes a) obtaining image data that corresponds to a
3-dimensional (3D) image of an object, the object compris-
ing a target object; b) generating 3D data by using the image
data; c) generating the 3D image by using the 3D data; d)
receiving input information of the user; e) detecting 3D
geometry information that corresponds to the 3D marker in
the 3D data based on the input information; and f) setting the
3D marker on the 3D image based on the 3D geometry
information that is detected.

According to one or more embodiments of the present
invention, a medical imaging apparatus includes a display
unit displaying a 3-dimensional (3D) ultrasound image
generated by using 3D data, a user input unit receiving first
input information for selecting a predetermined point of the
3D ultrasound image, and a processor detecting 3D geom-
etry information of a 3D marker that corresponds to the
predetermined point in the 3D data based on the first input
information, and setting the 3D marker on the 3D image
based on the 3D geometry information that is detected.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects will become apparent and
more readily appreciated from the following description of
the embodiments, taken in conjunction with the accompa-
nying drawings in which:

FIG. 1 is a block diagram illustrating an ultrasonic system
according to an embodiment of the present invention;

FIG. 2 is a block diagram illustrating an ultrasonic data
obtaining unit, according to an embodiment of the present
invention;

FIG. 3 is an exemplary view of a plurality of frames;

FIG. 4 is a flowchart illustrating a process of setting a
3-dimensional (3D) marker, according to an embodiment of
the present invention;

FIG. 5 is an exemplary view of volume data;

FIG. 6 is an exemplary view of volume-rendering;

FIG. 7 is an exemplary view of an opacity transfer
function;

FIG. 8 is an exemplary view of an observation plane, a
point, and a virtual ray, according to an embodiment of the
present invention; and

FIG. 9 is another exemplary view of an observation plane,
a point, and a plurality of virtual rays, according to an
embodiment of the present invention;

FIG. 10 is an exemplary view of a 3D ultrasound image;

FIG. 11 is another exemplary view of an observation
plane, a point, and a plurality of virtual rays, according to an
embodiment of the present invention;
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FIG. 12 is an exemplary view of ray-casting that is used
in an ultrasound system according to an embodiment of the
present invention;

FIG. 13 is another exemplary view of an observation
plane, a point, and a plurality of virtual rays, according to an
embodiment of the present invention; and

FIG. 14 is another exemplary view of an observation
plane, a point, and a plurality of virtual rays, according to an
embodiment of the present invention.

DETAILED DESCRIPTION

Reference will now be made in detail to embodiments,
examples of which are illustrated in the accompanying
drawings, wherein like reference numerals refer to the like
elements throughout. In this regard, the present embodi-
ments may have different forms and should not be construed
as being limited to the descriptions set forth herein. Accord-
ingly, the embodiments are merely described below, by
referring to the figures, to explain aspects of the present
description. As used herein, expressions such as “at least one
of,” when preceding a list of elements, modity the entire list
of'elements and do not modify the individual elements of the
list.

For the convenience of description, a medical system is
referred to as an ultrasonic system. However, the medical
system is not limited thereto, and includes a magnetic
resonance image (MRI) system, a computed tomography
(CT) system, a positron emission tomography (PET-CT)
system, and the like.

FIG. 1 is a block diagram illustrating an ultrasonic system
100 according to an embodiment of the present invention.
Referring to FIG. 1, the ultrasonic system 100 includes an
ultrasonic data obtaining unit 110, a user input unit 120, a
processor 130, a storage unit 140, and a display unit 150.

The ultrasonic data obtaining unit 110 obtains ultrasonic
data that corresponds to an ultrasound image of an object.
The object includes a target object (e.g., blood vessels, heart,
liver, and bones). The ultrasonic data includes radio fre-
quency (RF) data, but is not limited thereto.

FIG. 2 is a block diagram illustrating the ultrasonic data
obtaining unit 110, according to an embodiment of the
present invention. Referring to FIG. 2, the ultrasonic data
obtaining unit 110 includes an ultrasonic probe 210, a
transmitter 220, a receiver 230, and an ultrasonic data
generation unit 240.

The ultrasonic probe 210 includes a plurality of trans-
ducer elements (not shown) that mutually converts electric
signals and ultrasonic signals. The ultrasonic probe 210
transmits ultrasonic signals to the object, receives ultrasonic
echo signals that are reflected from the object (i.e., ultrasonic
echo signals that are reflected from the object in response to
the ultrasonic signals transmitted to the object), and thus
generates electric signals (hereinafter, referred to as “recep-
tion signals”). The reception signals are analog signals. The
ultrasonic probe 210 includes a 3-dimensional (3D) probe, a
2-dimensional (2D) array probe, and the like.

The transmitter 220 controls transmission of the ultra-
sonic signals. Also, the transmitter 220 generates electric
signals (hereinafter, referred to as “transmission signals™)
for obtaining the ultrasound image, regarding the transducer
elements. According to the present embodiment, as illus-
trated in FIG. 3, the transmitter 220 generates the transmis-
sion signals for obtaining each of a plurality of frames
(F,(1=i=N)), regarding the transducer elements. Therefore,
the ultrasonic probe 210 converts the transmission signals
that are sequentially provided by the transmitter 220 into the
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ultrasonic signals, transmits the ultrasonic signals to the
object, receives the ultrasonic echo signals that are reflected
from the object, and thus generates the reception signals.

The receiver 230 generates digital signals by analog-
digital converting the reception signals provided by the
ultrasonic probe 210. Also, regarding locations of the trans-
ducer elements, the receiver 230 performs reception beam
forming, and thus generates focused reception signals. Since
methods known to one of ordinary skill in the art may be
used to perform reception beams forming, the methods will
not be described in the present embodiment.

The ultrasonic data generation unit 240 generates the
ultrasonic data that corresponds to the ultrasound image, by
using the focused reception signals provided by the receiver
230. According to the present embodiment, the ultrasonic
data generation unit 240 generates the ultrasonic data that
respectively corresponds to the plurality of frames (F,
(1=i=N)), by using the focused reception signals that are
sequentially provided by the receiver 230. Also, the ultra-
sonic data generation unit 240 may perform various types of
signal processing (e.g., gain control) as necessary on the
reception access signals to generate the ultrasonic data.

According to the embodiment described above, the ultra-
sonic data obtaining unit 110 obtains the ultrasonic data
corresponding to the ultrasound image by transmitting the
ultrasonic signals to the object, and receiving the ultrasonic
echo signals that are reflected from the object. In other
embodiments, the ultrasonic data obtaining unit 110 may
obtain the ultrasonic data from an external or internal device
(not shown) that is wired or connected wirelessly to the
ultrasonic system 100.

Referring to FIG. 1, the user input unit 120 receives input
information input. That is, the input information may input
by a user. According to the present embodiment, the input
information includes first input information for setting a
point on a 3D ultrasound image, the point corresponding to
a 3D marker. That is, the first input information includes a
2D coordinate value of a point which is set on the 3D
ultrasound image and displayed on the display unit 150.
Also, the input information includes second input informa-
tion for selecting at least one target object from among a
plurality of target objects in the object. In addition, the input
information includes third input information which is used
for setting a reference value for determining a location of the
3D marker in the 3D ultrasound image in a depth direction.
However, the input information is not limited thereto. The
user input unit 120 includes a control panel, a track ball, a
touch screen, a keyboard, a mouse, and the like.

The processor 130 is connected to the ultrasonic data
obtaining unit 110 and the user input unit 120. The processor
130 includes a central processing unit (CPU), a micropro-
cessor, a graphic processing unit (GPU), and the like.

In the medical system according to an embodiment of the
present invention, the display unit 150 displays the 3D
ultrasound image that is generated by using 3D data.

The user input 120 receives the first input information for
selecting a predetermined point of the 3D ultrasound image.
Based on the first input information the processor 130
detects 3D geometry information of the 3D marker that
corresponds to a predetermined point in the 3D data, and sets
the 3D marker on the 3D image based on the 3D geometry
information that is detected.

FIG. 4 is a flowchart illustrating a process of setting the
3D marker, according to an embodiment of the present
invention. Referring to FIG. 4, the processor 130 uses the
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ultrasonic data that is provided by the ultrasonic data obtain-
ing unit 110, and thus generates 3D data, that is, volume data
VD, as illustrated in FIG. 5.

The volume data VD includes the plurality of frames
(F,(1=i=N)), and a plurality of voxels having brightness
values. Each of the plurality of voxels includes 3D geometry
information (i.e., 3D coordinate values) regarding the vol-
ume data VD. In FIG. 5, an axial direction refers to a
proceeding direction of the ultrasound signals, which is
based on the transducer elements of the ultrasonic probe
210; a lateral direction refers to a moving direction of a
scanline; and an elevation direction, which is the depth
direction of the 3D ultrasound image, refers to a scanning
direction of a frame (i.e., a scanning direction of a scanning
area).

The processor 130 volume-renders volume data VD, and
thus generates the 3D ultrasound image (S404). The volume-
rendering method includes ray-casting, perspective render-
ing, and stereo-type rendering, but is not limited thereto. The
3D ultrasound image may be displayed on the display unit
150. Therefore, the user may set a point on the 3D ultrasound
image that is displayed on the display unit 150, by using the
user input unit 120.

For example, as illustrated in FIG. 6, the processor 130
sets a virtual observation plane VOP that is formed of a
plurality of pixels, based on the volume data VD. The virtual
observation plane VOP is a plane corresponding to a screen
of the display unit 150, on which the 3D ultrasound image
is displayed. The processor 130 projects a virtual ray VR
from each of the plurality of pixels of the virtual observation
plane VOP toward the volume data VD. The processor 130
obtains a sampling point and a sampling value of the
sampling point by sampling the virtual ray with predeter-
mined sampling intervals. For example, the processor 130
samplings the volume data VD of a track of the virtual ray
at a predetermined sampling interval, and obtains the sam-
pling point and a sampling value of the sampling point. A
range of the sampling value may be 0 to about 255, but is not
limited thereto. The processor 130 estimates a degree of
opacity of a current sampling point by using an opacity
transfer function. The opacity transfer function is a function
that determines the degree of opacity according to the
sampling value. As illustrated in FIG. 7, when the range of
the sampling value is O to about 25, the degree of opacity is
determined to be 0; when the range of the sampling value is
about 25 to about 70, the degree of opacity is linearly
determined to be a value between 0 and about 1; and when
the range of the sampling value is about 70 to about 255, the
degree of opacity is determined to be about 1. According to
the sampling value and the degree of opacity, the processor
130 estimates pixel values that respectively correspond to
the plurality of pixels of the virtual observation plane VOP.

According to the input information provided by the user
input unit 120, the processor 130 detects the 3D geometry
information (i.e., the 3D coordinate values) of a point in the
volume data VD (i.e., the 3D ultrasound image) (S406). For
example, the processor 130 detects the 3D coordinate value
which is corresponding to a point input by the user in the 3D
ultrasound image.

According to an embodiment of the present invention,
based on the input information (i.e., second input informa-
tion) provided by the user input unit 120, the processor 130
determines a reference value that corresponds to the target
object. The predetermined reference value may be stored in
the storage unit 140. For example, the processor 130 extracts
the reference value matched to the second input information
for selecting the target object, and determines the extracted
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reference value as the reference value corresponds to the
target object. As illustrated in FIG. 6, the processor 130 sets
the virtual observation plane VOP that is formed of a
plurality of pixels based on the volume data VD. Based on
the input information (i.e., first input information) provided
by the user input unit 120, the processor 130 detects a pixel
that corresponds to the point on the virtual observation plane
VOP. That is, as illustrated in FIG. 8, the processor 130
detects a pixel P, ; that corresponds to the point, according to
2D location information (i.e., 2D coordinate values) of the
point. As illustrated in FIG. 8, the processor 130 projects the
virtual ray VR from the pixel P,; that is detected to the
volume data VD. The processor 130 obtains a sampling
point and a sampling value of the sampling point by sam-
pling on the virtual ray VR at a predetermined sampling
interval. Based on the sampling value, the processor 130
detects a voxel that corresponds to a reference value from
the volume data VD. For example, the processor 130 cumu-
latively adds a plurality of sampling values in a proceeding
direction of the virtual ray VR, and then determines that a
voxel, which has a sum of cumulatively added sampling
values that is the first to exceed or be equal to the reference
value, is the voxel that corresponds to the reference value.
As another example, the processor 130 compares the plu-
rality of sampling values and a predetermined threshold
value, detects whether any of the plurality of sampling
values are greater than or equal to the predetermined thresh-
old value, cumulatively adds a plurality of sampling values
that are detected in a proceeding direction of the virtual ray
VR, and thus, determines that a voxel, which has a sum of
cumulatively added sampling values that is the first to
exceed or be equal to the reference value, is the voxel that
corresponds to the reference value. As another example, the
processor 130 compares the plurality of sampling values and
the reference value, detects a sampling value that is the first
to exceed or be equal to the reference value, and thus,
determines that a voxel that corresponds to the detected
sampling value is the voxel that corresponds to the reference
value. The processor 130 determines that the detected 3D
geometry information (i.e., the 3D coordinate values) of the
voxel is the 3D geometry information (i.e., the 3D coordi-
nate values) of the point (i.e., the 3D marker).

In specific, referring to FIG. 10, the user may select a
predetermined point 1010 on the 3D ultrasound image that
is displayed on the display unit 150. Then, corresponding to
the user’s selection, the user input unit 120 receives first
input information that is related to the predetermined point
1010 that is selected. Here, the predetermined point 1010
corresponds to a marker displayed on the 3D ultrasound
image.

FIG. 11 illustrates an object 1150 that is included in a 3D
ultrasound image 1130 displayed on the display unit 150.
The user may select a predetermined point 1151 of the object
1150 by using the user input unit 120. Also, the user may
select a plurality of points.

Referring to FIG. 11, volume data VD that corresponds to
the 3D ultrasound image 1130 includes a plurality of voxels
1121 and 1122. The plurality of voxels 1121 and 1122 may
be shown by using brightness values that correspond to
brightness values of ultrasound images. For example, in
FIG. 11, voxels at a portion 1170 where the object 1150 is
located may be darkly displayed; voxels (such as voxels
1122) at a portion where the object 1150 is not located may
be brightly displayed.

Referring to FIG. 11, a pixel P, ; that corresponds to the
predetermined point 1151 selected on a virtual observation
plane VOP is detected. As illustrated in FIG. 10, the pro-
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cessor 130 projects the virtual ray VR from the pixel P, , that
is detected to the volume data VD. The processor 130
obtains a sampling point 1105 and a sampling value of the
sampling point 1105 by sampling on the virtual ray VR at a
predetermined sampling interval. Based on the sampling
value, the processor 130 detects a voxel that corresponds to
a reference value from the volume data VD.

In specific, during the cumulatively adding of a plurality
of sampling values in a proceeding direction of the virtual
ray VR in the volume data VR, the sampling values change
before and after a boundary 1161 of the object 1150. Here,
the sampling values may correspond to the brightness values
of the voxels. When a reference value is set as a sum of
cumulatively added sampling values from the pixel P, ; to a
sampling point 1162 on the boundary 1161 of the object
1150, a voxel, which has a sum of cumulatively added
sampling values that is the first to exceed or be equal to the
reference value, may be a voxel 1180 that is in the boundary
1161. Therefore, the processor 130 may detect the voxels
1180. Also, the processor 130 may obtain 3D coordinate
values of the voxel 1180 as the 3D coordinate values of the
3D marker.

According to another embodiment of the present inven-
tion, the processor 130 determines a reference value that
corresponds to the target object, based on the input infor-
mation (i.e., the second input information and the third input
information) provided by the user input unit 120. As
described above, the processor 130 detects the 3D geometry
information (i.e., the 3D coordinate values) of the point,
according to the determined reference value.

The processor 130 sets the 3D marker on the 3D ultra-
sound image, based on the 3D geometry information (i.e.,
the 3D coordinate values) of the point (S408).

Alternatively, the processor 130 may seta random section
in volume data VD, thus generating a sectional image
corresponding to the random section that is set by using the
volume data VD, and then set a 2D marker on the sectional
image, based on the 3D geometry information of the 3D
marker.

Alternatively, the processor 130 may show a depth of the
3D marker by using a stereo method for generating stereo-
scopic effect of the 2D marker. That is, as illustrated in FIG.
9, the processor 130 may project at least two virtual rays
(e.g., VR1 and VR2) that respectively correspond to differ-
ent angles, from the pixel P, ; that corresponds to the point
in the volume data VD. Accordingly, the 3D marker may be
set on an empty space which may not be displayed by using
the ray-casting method. Also, the 3D marker may be set on
an inner portion of the target object, which is difficult to set
the 3D marker by using the ray-casting method.

Alternatively, the processor 130 may use a perspective
ray-casting method to display the 3D marker on the 3D
ultrasound image.

FIG. 12 illustrates a case where a perspective-rendered 3D
image 1230 having stereoscopic effect is displayed on the
display unit 150, and a predetermined point 1251 is selected
from the perspective-rendered 3D image 1230. Also, FIG.
12 illustrates the perspective-rendered 3D image 1230 cor-
responds to blood vessels, and volume data VD that corre-
sponds to the perspective-rendered 3D image 1230. In the
volume data VD, due to the perspective-rendered 3D image
1230, a size of an object seems smaller when the object is
in a direction further away from a user’s viewpoint 1210.

When the predetermined point 1261 is input in the per-
spective-rendered 3D image 1230, the processor 130 detects
a pixel P, ; that corresponds to a point on a virtual observa-
tion plane VOP, based on first input information that
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includes information regarding the predetermined point
1251. As illustrated in FIG. 12, the processor 130 projects a
virtual ray VR 1220 in a direction from the user’s viewpoint
1210 which corresponds to the perspective-rendered 3D
image 1230 to the pixel P, . The processor 130 obtains a
sampling point and a sampling value of the sampling point
by sampling on the virtual ray VR at a predetermined
sampling interval. Then, based on the sampling value, the
processor 130 may detect a voxel that corresponds to a
reference value from the volume data VD.

In specific, as in FIG. 11, when the reference value is set
as a sum of cumulatively added sampling values from the
pixel P, ; to a sampling point 1271 on a boundary 1261 of the
object, a voxel, which has a sum of cumulatively added
sampling values that is the first to exceed or be equal to the
reference value, may be a voxel 1280 that is in the boundary
1261. Also, the processor 130 may obtain 3D coordinate
values of the voxel 1280 as the 3D coordinate values of the
3D marker.

Also, in FIG. 12, the user’s viewpoint 1210 may be
obtained by using the perspective-rendered 3D image 1230.
For example, depth information may be included in the
perspective-rendered 3D image 1230. Therefore, location
information of the user’s viewpoint 1210 regarding the
perspective-rendered 3D image 1230 may be obtained by
using the depth information. Thus, the processor 130 may
obtain the location information of the user’s viewpoint 1210
by using the depth information of the perspective-rendered
3D image 1230.

FIG. 13 illustrates a 3D ultrasound image 1310 showing
a leg of a fetus. The brightness of pixes in the 3D ultrasound
image 1310 changes as body parts change. In specific, as
illustrated in FI1G. 13, a bone 1301 is brightly displayed, and
a tissue 1302 near the bone 1301 is darkly displayed than the
bone 1301. Therefore, a bone portion 1322 may darkly
displayed, and a tissue portion 1321 near the bone portion
1322 may be brightly displayed than the bone portion 1322.

When the user selects a predetermined point 1311 on the
leg of the fetus in the 3D ultrasound image 1310, the
processor 130 projects a virtual VR 1330, as in FIG. 11. The
processor 130 obtains a sampling point and a sampling value
of the sampling point by sampling on the virtual ray VR
1330 at a predetermined sampling interval. Based on the
sampling value, the processor 130 detects a voxel that
corresponds to a reference value from volume data VD.

In this case, the reference value may be vary according to
a location of an object to be marked.

For example, when a point on a boundary 1324 of the
bone 1301 is to be marked, the reference value may be sat
as a sum of cumulatively added sampling values on a virtual
ray VR 1351 that extends from a pixel P,; to a sampling
point on the boundary 1324 of the bone 1301. In this case,
a voxel, which has a sum of cumulatively added sampling
values that is the first to exceed or be equal to the reference
value, may be a voxel 1361 in the boundary 1324 of the bone
1301. The processor 130 may detect the voxel 1361, and
obtain 3D coordinate values of the voxel 1361 as the 3D
coordinate values of the 3D marker. As another example,
when the tissue 1302 near the bone 1301 is to be marked, the
reference value may be set as a sum of cumulatively added
sampling values on a virtual ray VR 1360 that extends from
the pixel P, ; to a boundary 1325 of the tissue portion 1324.
In this case, a voxel, which has a sum of cumulatively added
sampling values that is the first to exceed or be equal to the
reference value, may be a voxel 1360 in the boundary 1325
of'the tissue portion 1321. The processor 130 may detect the
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voxel 1360, and obtain 3D coordinate values of the voxel
1360 as the 3D coordinate values of the 3D marker.

As described above, the processor 130 may adjust the
reference value, and thus obtain 3D coordinate values of a
marker at any location that is passed by the virtual ray VR.

Accordingly, the processor 130 may 3-dimensionally dis-
play the marker in a 3D image by using the 3D coordinate
values of the marker.

Also, as described above, when the 3D coordinate values
of the marker are obtained, the processor 130 may show a
depth of the marker by using the stereo method.

Referring to FIG. 14, when the 3D coordinates, which is
3D geometry information of the marker, is obtained, the
processor 130 may generate the marker comprising an R
marker 1402 and an L marker 1403, and allow the marker to
have a predetermined depth value. In this case, the marker
1402 indicates a marker that is displayed on a right (R)
image included in a stereo image; the [ marker 1403
indicates a marker that is displayed on a left (L) image
included in the stereo image.

The processor 130 sets a depth value to the marker, and
thus display the marker on a stereo image. Referring to a
stereo image 1405 of FIG. 14, a stereco marker 1406 is
shown.

In specific, when a first depth 1401 is set to the marker,
the stereo marker 1406 is displayed on the stereo image
1405, which is a 3D ultrasound image, such that the stereo
marker 1406 corresponds to the first depth 1401. In specific,
the stereo marker 1406 is located on a point corresponding
to the 3D coordinate values of the marker obtained by the
processor 130, but may have a different depth value accord-
ing to intervals (for example, a focal distance) between the
R marker 1402 and the L. marker 1403. Also, when a second
depth 1411 is set to the marker, a stereo marker 1416 is
displayed on a stereo image 1415, which is a 3D ultrasound
image, such that the stereo marker 1416 corresponds to the
second depth 1411. In addition, when a third depth 1421 is
set to the marker, a stereo marker 1426 is displayed on the
stereo image 1425, which is a 3D ultrasound image, such
that the stereo marker 1426 corresponds to the third depth
1421.

Also, perspective of the marker may be rendered by
locating the 3D marker on a reference plane of the 3D
ultrasound image (for example, a display panel plane of the
display unit 150), and then adjusting a depth value of the
object. For example, if the object is disposed far behind the
reference value, the object may seem to be far away from the
user. In this case, since the marker is on the reference plane,
but the object is disposed far away from the reference plane,
the marker may seem to be relatively closer to the user. As
another example, if the object is in front of the reference
value, the object may seem to be near the user. In this case,
since the marker is on the reference plane, but the object is
disposed near the reference plane, the marker may seem to
be relatively further away from the user.

As illustrated in FIG. 14, when the marker is 3-dimen-
sionally displayed by using the stereo method, it is possible
to mark any point in the object. In detail, it is even possible
to mark a predetermined point on an empty space in the
object, which may not be displayed by using the ray-casting
method.

Referring back to FIG. 1, the storage unit 140 stores the
ultrasonic data that is obtained by the ultrasonic data obtain-
ing unit 110, the input information received by the user input
unit 120, the volume data VD generated by the processor
130, and the predetermined reference value.
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The display unit 150 displays the 3D ultrasound image
generated by the processor 130, a 2D section image gener-
ated by the processor 130, and the 3D marker.

As described above, according to the one or more of the
above embodiments of the present invention, a 3D marker
may be directly set on a 3D image without using a 2D image.
In addition, not only is it possible to set the 3D marker on
the 3D image, but it may also possible to provide a sectional
image that corresponds to a random section of the 3D image,
and a 2D marker may be set on a sectional image. Thus, 2D
location information and 3D location information of a target
object may be easily provided to a user.

It should be understood that the exemplary embodiments
described therein should be considered in a descriptive sense
only and not for purposes of limitation. Descriptions of
features or aspects within each embodiment should typically
be considered as available for other similar features or
aspects in other embodiments.

While one or more embodiments of the present invention
have been described with reference to the figures, it will be
understood by those of ordinary skill in the art that various
changes in form and details may be made therein without
departing from the spirit and scope of the present invention
as defined by the following claims.

What is claimed is:

1. A medical system comprising:

an image data obtaining unit configured to obtain image

data that corresponds to a 3-dimensional (3D) image of
an object, the object comprising a target object;

a user input unit configured to receive input information;

and

a processor configured to generate 3D data by using the

image data, generating the 3D image by using the 3D
data, detect 3D geometry information that corresponds
to a 3D marker, including depth information, in the 3D
data based on the input information, and set the 3D
marker on the 3D image based on the 3D geometry
information that is detected;

wherein the input information comprises first input infor-

mation for setting a location corresponding to the 3D
marker and third input information for setting a refer-
ence value for detecting the 3D geometry information
of the 3D marker in the 3D image in a depth direction,
wherein the reference value is set for marking a bound-
ary of the target object;

wherein the processor is configured to set the reference

value that corresponds to the target object, based on the
third input information.

2. The medical system of claim 1, wherein the input
information further comprises: second input information for
selecting the target object.

3. The medical system of claim 2, wherein the processor
is configured to set the reference value that corresponds to
the target object based on the second input information.

4. The medical system of claim 1, wherein the first input
information is information related to setting a point corre-
sponding to the location,

wherein the processer is configured to:

set an observation plane that is formed of a plurality of
pixels, based on the 3D data;

detect a pixel which is on the observation plane corre-
sponding to the point set by the first input informa-
tion;

project a virtual ray from the pixel that is detected to the
3D data;
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obtain a sampling point and a sampling value of the
sampling point by sampling the virtual ray at a
predetermined sampling interval;

detect, according to the sampling value, a voxel that
corresponds to the reference value from the 3D data;
and

determine 3D geometry information of the point by
using 3D geometry information of the voxel that is
detected.

5. The medical system of claim 4, wherein the processor
is configured to:

cumulatively add a plurality of sampling values in a
proceeding direction of the virtual ray; and

determine that a voxel, which has a sum of cumulatively
added sampling values that is the first to exceed or be
equal to the reference value, is the voxel that corre-
sponds to the reference value.

6. The medical system of claim 4, wherein the processor

is configured to:

compare a plurality of sampling values and a predeter-
mined threshold value, and then

detect whether any of the plurality of sampling values is
greater than or equal to the predetermined threshold
value;

cumulatively add the plurality of sampling values that are
detected in a proceeding direction of the virtual ray VR;
and

determine that a voxel, which has a sum of cumulatively
added sampling values that is the first to exceed or be
equal to the reference value, is the voxel that corre-
sponds to the reference value.

7. The medical system of claim 4, wherein the processor

is configured to:

compare a plurality of sampling values and the reference
value, and thus detects a sampling value that is the first
to exceed or be equal to the reference value, from
among the plurality of sample values; and

determine that a voxel that corresponds to the sampling
value that is detected, is the voxel that corresponds to
the reference value from the 3D data.

8. The medical system of claim 4, wherein the processor
is configured to project at least two virtual rays that respec-
tively correspond to different angles, from the pixel that is
detected.

9. The medical system of claim 4, wherein the processor
is configured to detect the 3D geometry information by
using a perspective ray-casting method.

10. The medical system of claim 1, wherein the processor
is configured to:

set first section in the 3D image;

generate a sectional image corresponding to the first
section by using the 3D data; and

set a 2D marker on the sectional image, based on the 3D
geometry information that corresponds to the 3D
marker.

11. A method of setting a 3D marker by a medical imaging

apparatus, the method comprising:

a) obtaining, by an image data obtaining unit, image data
that corresponds to a 3-dimensional (3D) image of an
object, the object comprising a target object;

b) generating, by a processor, 3D data by using the image
data;

¢) generating, by a processor, the 3D image by using the
3D data;

d) receiving, by a user input unit, input information of the
user;
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e) detecting, by a processor, 3D geometry information that
corresponds to the 3D marker and that reflects a pre-
determined depth in the 3D data based on the input
information; and

f) setting, by a processor, the 3D marker on the 3D image
based on the 3D geometry information that is detected,

wherein the input information comprises first input infor-
mation for setting a location corresponding to the 3D
marker, and third input information for setting a refer-
ence value for detecting the 3D geometry information
of the 3D marker in the 3D image in a depth direction,
wherein the reference value is set for marking a bound-
ary of the target object, and

wherein the e) detecting, by a processor, 3D geometry
information comprises setting the reference value that
corresponds to the target object, based on the third
input information.

12. A medical imaging apparatus comprising:

a display unit configured to display a 3-dimensional (3D)
ultrasound image generated by using 3D data;

a user input unit configured to receive first input infor-
mation for selecting a predetermined location of the 3D
ultrasound image and third input information for setting
a reference value for detecting the 3D geometry infor-
mation of the 3D marker in the 3D image in a depth
direction, wherein the reference value is set for marking
a boundary of the target object; and

a processor configured to detect 3D geometry information
of a 3D marker, including depth information, that
corresponds to the predetermined location in the 3D
data based on the first input information, set the 3D
marker on the 3D image based on the 3D geometry
information that is detected,

wherein the processor is further configured to set the
reference value according to portions of an object that
is marked by the 3D marker and the third input infor-
mation.

13. The medical imaging apparatus of claim 12, wherein
the processor is configured to obtain depth information of
the 3D ultrasound image, and renders perspective to the 3D
marker by using the depth information.

14. The medical imaging apparatus of claim 12, wherein
the display unit is configured to display the 3D marker on the
3D ultrasound image.

15. The medical imaging apparatus of claim 12,

wherein the first input information is information related
to setting a point corresponding to the location;

wherein the processor is configured to:

set an observation plane that is formed of a plurality of
pixels, based on the 3D data;

detect a pixel on the observation plane which corre-
sponds to the point set by the first input information;

project the virtual ray from the pixel that is detected to
the 3D data;

obtain a sampling point and a sampling value of the
sampling point by sampling the virtual ray at a
predetermined sampling interval;

detect, according to the sampling value, a voxel that
corresponds to the reference value from the 3D data;
and

determine 3D geometry information of the point by
using 3D geometry information of the voxel that is
detected.

16. The medical imaging apparatus of claim 12, wherein
the processor is configured to show a predetermined depth of
the 3D marker by using a stereo method.
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