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tion capability of the first endpoint that the call server did not
setup in the established call. The first endpoint receives sec-
ond information specifying that the second endpoint has the
video communication capability. The first endpoint estab-
lishes, independent of the call server, video communication
between the first endpoint and the second endpoint based on
the first information and second information.

8,064,435 B2* 11/2011 Shaikhetal. .............. 370/352
2006/0002373 Al*  1/2006 Denny .......c..c..... 370/352 20 Claims, 6 Drawing Sheets
1001
Call Server
S B [
et | mocn! | |5

VolP Apparatus
106

5109
ol =iy
¢ Invite SDF1 |

VolP Apparatus
104




U.S. Patent Feb. 23,2016 Sheet 1 of 6 US 9,270,932 B2

160 =

Call Sarver
102

R

e SDP2 200 0K SOP3 t F___[j:m

T T T

; 200 OK SDP4 |

(SRR U VUV

TTTTH

o
7 invx 68992 |

: 200 OK SDP3 ¢ 116
* ;EOWQKMSB;; LA
SN
VolP Apparatus Vol Apparatus

106 104

FIG, 1



U.S. Patent Feb. 23, 2016 Sheet 2 of 6

200

US 9,270,932 B2

Call Server
162

Lo

VolP Apparatus  je——— Parameters | VP Anparas
1 " Video Call” [-——>| 194
. | Parameters ! 9
206
\‘\
\“'\»..,\MK _______ L..v-"“"".d‘ -
U Video Data *
_()” I
210

FIG. 2



U.S. Patent

300 ”(
A

Feb. 23,2016 Sheet 3 of 6

Initiate, by a particutar endpoint, a call with a called
endpoint

US 9,270,932 B2

< 302
)

L~

After the call is established, fransmit, to the called
endpoint, information specifying a video
communication capability of the particular endpoint
that was not set up by the call server

Y 304

!

Receive, by the particular endpoint, information
specifying that the called endpoint has the video
communication capability

306

—~

!

Establish, independent of the call server, video
communication between the particular endpoint and
the called endpoint

j 308

FIG. 3



U.S. Patent Feb. 23,2016 Sheet 4 of 6 US 9,270,932 B2

Audio Call Servey
408

406> T.

3 Audio Call |

Network
101

‘ 406?

———

: Audio Call |

S
AR

RS G N —

S Pt gt

s /!

s : Ky A}
a \
B ; \ "
[ \ L
\ g \ N
. s - Il
\x \\, < s

\ s ;

Firewal Firewall
404 402
406~ ¥ Ve
e B T 410 Aoy N
Gl |7 TS T M0 WS oo |
| Setup Data 1 Setyp Dafa | | Setup Data | ! Setup Data |
ol 7 hyee-- :
l N N 1
VoiP Apparatus Yol Apparatus
166 104

FIG. 4A



U.S. Patent Feb. 23,2016 Sheet 5 of 6 US 9,270,932 B2

450 “‘Q‘

Audio Call Server Media Relay Server
408 412
05> i P
™~ Audio Call | [ ideo CAI ij 410
| Setup Data | ! Setup Data |

Network
il

| Audio Call
| et Dol |
Firgwall Firgwall
404 402
406 s xS 406
1‘“\*Tt'“‘ / N FTen Eal ! 5410 g e e Mimw/;ww
| Audoo Call 4 |y VideoCall 4072 ™ ideo Cali™ | | Audio Call 1
 SeupData 1 i Sefup Data | " Selup Data | | Setup Data |
L < 7 S N Mo St :
YoiP Apparatus VolP Apparatus
106 104

FIG. 4B



U.S. Patent Feb. 23, 2016 Sheet 6 of 6
5007
\\
Processor
' [ i 520
Memaory
‘\‘
<
550 540 2
Storage | I
Device 3 - ] —
- e ] | L
830 Input’Cutput

FIG. 5

US 9,270,932 B2




US 9,270,932 B2

1
VIDEO CALL SET UP IN AN ESTABLISHED
AUDIO CALL

BACKGROUND

This specification relates to network communications.

Internet Protocol (IP) communications devices, such as
Voice over IP (VoIP) telephones and VoIP call servers enable
users to communicate over an IP network. For example, a
VoIP call server can receive, from one VoIP telephone, a
request to initiate a call with a second VoIP telephone. The
request can include, for example, call features that are sup-
ported by the VoIP telephone that requested the initiation of
the call. The VoIP call server can proceed to set up the call
through a negotiation process that use the data included in the
request to negotiate the call features for the established call.

SUMMARY

In general, one innovative aspect of the subject matter
described in this specification can be embodied in methods
that include the actions of initiating, by a first endpoint and
through a call server, a call with a second endpoint; after the
call is established, transmitting, by the first endpoint and
independent of the call server, first information specifying a
video communication capability of the first endpoint that the
call server did not setup in the established call; receiving, by
the first endpoint, second information specifying that the
second endpoint has the video communication capability; and
establishing, by the first endpoint and based on the first infor-
mation and second information, video communication
between the first endpoint and the second endpoint indepen-
dent of the call server. This example is non-restrictive and
other embodiments are contemplated, for example, it is pos-
sible that the second endpoint sends the first information and
the first endpoint sends the second information depending on
which endpoint initiates the offer first to try to setup the video
after the audio call. Other embodiments of this aspect include
corresponding systems, apparatus, and computer programs,
configured to perform the actions of the methods, encoded on
computer storage devices.

These and other embodiments can each optionally include
one or more of the following features. Initiating a call with a
second endpoint can include sending an invitation including a
first set of call parameters to the call server. Methods can
include the actions of receiving, from the call server, a second
set of call parameters for transmitting audio to the second
endpoint, the second set of parameters not including a full set
of parameters necessary to transmit video to the second end-
point; and transmitting an acknowledgment to the call server.

Transmitting first information specifying a video commu-
nication capability of the first endpoint can include transmit-
ting the first information specifying the video communication
capability over a real-time control protocol (RTCP) channel.
Receiving second information specifying that the second
endpoint has the video communication capability can include
receiving the second information over the RTCP channel.

Transmitting first information can include transmitting a
first set of video codecs that the first endpoint uses to transmit
video. Receiving second information can include receiving a
second set of video codecs that the second endpoint uses to
transmit video. Establishing the video communication capa-
bility can include selecting a video codec that is included in
each of the first set of video codecs and a second set of video
codecs.

Establishing the video communication capability indepen-
dent of the call server can include establishing the video
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communication capability between the first endpoint and the
second endpoint over the RTCP channel. Establishing the
video communication capability can include establishing a
video communication capability over which whiteboard data
are transmitted. Establishing the video communication capa-
bility independent of the call server can include negotiating,
by the first endpoint and the second endpoint and over a
channel that bypasses the call server, the parameters that will
beused to setup a video call between the first endpoint and the
second endpoint.

Particular embodiments of the subject matter described in
this specification can be implemented so as to realize one or
more of the following advantages. Video calls can be estab-
lished between endpoints after an audio call has already been
established. Once an audio call has been established, end-
points can directly negotiate a video call without intervention
by the call server that established the audio call. Video calls
can be set up independent of whether a call server that nego-
tiates a call between endpoints supports the set up of video
calls.

The details of one or more embodiments of the subject
matter described in this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.11is a block diagram illustrating an example data flow
for setting up an IP call using a call server.

FIG. 2 is a block diagram of an example data flow for
setting up a video call independent of a call server.

FIG. 3 is a flow chart of an example process for setting up
a video call independent of a call server.

FIG. 4A is a block diagram of an example network con-
figuration in which a video call can be set up independent of
a call server.

FIG. 4B is a block diagram of another example network
configuration in which a video call can be set up independent
of a call server.

FIG. 5 is a block diagram of an example endpoint that sets
up video calls independent of a call server.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

Methods, systems, and apparatus that establish video call
capabilities after the set up of an audio call are described in
this document. For example, an Internet Protocol (IP) call
server can establish an audio call between IP endpoints (e.g.,
IP telephones, computers, or other IP communication
devices) using the Session Initiation Protocol (SIP) or another
protocol. After the audio call has been established by the call
server the two IP endpoints can communicate directly with
each other using the parameters specified during the audio
call set up. In some implementations, the IP endpoints com-
municate directly with each other to negotiate parameters that
can be used to set up additional communications capabilities
that were not set up by the call server, or the call server does
not support the capabilities that the additional communica-
tion requires. In a particular example, the two IP endpoints
can communicate with each other to establish video commu-
nications between the two IP endpoints.

The video communications can include a live video call
between the two endpoints. The live video call allows motion
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video captured by a video device of one IP endpoint (e.g., a
camera of the IP endpoint) to be transmitted to the other IP
endpoint. The video communications can also, or alterna-
tively, include whiteboard capabilities that allow IP endpoints
that are included in the call to present a common workspace
with which users at each of the IP endpoints can interact.
Other video communications capabilities, such as screen
sharing or other data sharing, can also be facilitated using the
techniques discussed in this document. For brevity, the terms
video call and video communications will be used in the
descriptions that follow. The term “video” is intended to be
inclusive of the capabilities identified above, as well as other
data transfer capabilities that can be established using the
techniques described in this document.

As described in more detail below, the two IP endpoints can
utilize an administrative channel (e.g., a Real Time Control
Protocol (RTCP) channel of the audio call) to directly nego-
tiate the parameters that will be used to establish the video
communications between the IP endpoints. For example, the
IP endpoints can send and receive information over the
administrative channel regarding the video communications
capabilities of the respective IP endpoints.

Communications over the administrative channel are not
routed through the call server, which enables the IP endpoints
to set up communications capabilities that are not supported
by the call server. For example, two (or more) IP endpoints
can establish video communications with each other even if
the call server is not capable of setting up video communica-
tions between the IP endpoints. Additionally, the communi-
cations between the IP endpoints in this example are consid-
ered to be direct communications between the IP endpoints
because the communications do not require the call server to
facilitate the communications.

FIG. 1 is a block diagram illustrating an example data flow
100 for setting up an IP call using a call server 102. The IP call
can be set up between a Voice over IP (VoIP) Apparatus 104
and a VoIP Apparatus 106, thereby enabling the VoIP Appa-
ratus 104 and the VoIP Apparatus 106 to communicate over a
network 101. The network 101 can be, for example, a local
area network, a wide-area network, the Internet, or a combi-
nation thereof. The network 101 can be implemented as a wire
line network, a wireless network, or a combination thereof.

As illustrated by FIG. 1, the VoIP Apparatus 104 can ini-
tiate a call with the VoIP Apparatus 106 by transmitting a SIP
invite 108 that includes a first set of SDP parameters (SDP1).
The first set of SDP parameters can include, for example,
details regarding the media session characteristics that are
supported by the VoIP Apparatus 104. For example, the first
set of SDP parameters can specify an IP address of the VoIP
Apparatus 104, port numbers of media streams of the VoIP
Apparatus 104, audio and/or video codecs that are used by the
VoIP Apparatus 104, bit rates supported by the VoIP appara-
tus 104, a screen size and/or resolution of a video screen that
is included in the VoIP Apparatus 104.

The VoIP Apparatus 104 transmits the SIP invite 108 to the
call server 102 over the network 101. The call server 102
receives the SIP invite 108 and transmits a SIP invite 110 to
the VoIP Apparatus 106 over the network 101.

In some implementations, the SIP invite 110 includes a
second set of SDP parameters (SDP 2) that can differ from the
first set of SDP parameters. For example, assume that the call
server 102 supports set up of audio calls between the VoIP
Apparatus 104 and the VoIP Apparatus 106, but that the call
server 102 does not support the set up of video calls. In this
example, the call server 102 may create the second set of SDP
parameters by removing from the first set of SDP parameters
those SDP parameters that are used to set up video calls
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between the VoIP Apparatus 104 and the VoIP Apparatus 106.
For example, if the first set of SDP parameters specifies video
codecs that are used by the VoIP Apparatus 104 and/or a
screen resolution of the VoIP Apparatus 104, the call server
102 may remove these SDP parameters from the first set of
SDP parameters, and create the second set of SDP parameters
based on the remaining SDP parameters in the first set.

The VoIP Apparatus 106 receives the SIP invite 110, and
responds with a 200 OK message 112 that includes a third set
of SDP parameters (SDP3). The third set of SDP parameters
can specify an IP address of the VoIP Apparatus 106, port
numbers of media streams of the VoIP Apparatus 106, and the
media session characteristics that are supported by the VoIP
Apparatus 106. The VoIP Apparatus 106 transmits the 200
OK message 112 to the call server 102, which selects a fourth
set of SDP parameters (SDP 4) that will be used to establish
the call between the VoIP Apparatus 104 and the VoIP Appa-
ratus 106. The fourth set of SDP (SDP4) may differ from the
third set of SDP (SDP3), for reasons similar to those
described above.

The call server 102 sends a 200 OK message 114, which
includes the fourth set of SDP parameters (SDP 4), to the VoIP
Apparatus 104. In response to receiving the 200 OK message
114, the VoIP Apparatus 104 transmits an acknowledgment
116 to the call server 102, which in turn, transmits the
acknowledgment 116 to the VoIP Apparatus 106. The receipt
of'the acknowledgment 116 by the VoIP Apparatus 106 com-
pletes the call set up between the VoIP Apparatus 104 and the
VoIP Apparatus 106. Once the call is established, the VoIP
Apparatus 104 and the VoIP Apparatus 106 can directly com-
municate with each other over the network 101 (i.e., without
transmitting messages through the call server 102).

The call that is established by the call server 102 will
generally only include services that are supported by the call
server 102. For example, if the call server 102 only supports
audio call set up, then the call server 102 will not set up a
video call between the VoIP Apparatus 104 and the VoIP
Apparatus 106 even if the VoIP Apparatus 104 and the VoIP
Apparatus 106 both support video call capabilities. Rather,
the call server 102 may simply remove or disable any SDP
parameters related to setting up a video call from the mes-
sages received from the VoIP Apparatus 104 and the VoIP
Apparatus 106.

In some implementations, the VoIP Apparatus 104 and the
VoIP Apparatus 106 can be configured to set up a video call
even if the call server 102 does not set up a video call. For
example, after an audio portion of the call is set up by the call
server 102, the VoIP Apparatus 104 and the VoIP Apparatus
106 can exchange video call parameters (e.g., video codecs,
resolution information, frame rate information, and other
video call parameters) over an administrative channel that is
established between the VoIP Apparatus 104 and the VoIP
Apparatus 106 as part of the audio call set up. For example,
the VoIP Apparatus 104 and the VoIP Apparatus 106 can use
an RTCP channel to exchange video call parameters.

FIG. 2 is a block diagram of an example data flow 200 for
setting up a video call independent of a call server. As illus-
trated by FIG. 2, an audio call between the VoIP Apparatus
104 into the VoIP Apparatus 106 can be negotiated by the call
server 102 using audio call setup data 202 in a manner similar
to that described above with respect to FIG. 1.

Once the audio call has been set up by the call server 102,
the VoIP Apparatus 104 and the VoIP Apparatus 106 can
directly communicate with each other (e.g., by way of net-
work 101) to set up a video call in addition to the previously
established audio call. Thus, the video call can be set up
independent of (e.g., without transmitting data to) the call
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server 102. In some implementations, the VoIP Apparatus 104
and the VoIP Apparatus 106 can set up the video call using an
offer/answer model similar to that used by SIP to set up IP
calls between IP endpoints. For example, the VoIP Apparatus
104 can transmit video call parameters 204 directly (e.g., over
the network 101) to the VoIP Apparatus 106 (e.g., using an
administrative channel, such as an RTCP channel). The video
call parameters 204 can include, for example, as SIP invite
message specifying SDP parameters related to setting up a
video call, thereby informing the VoIP Apparatus 106 that the
VoIP Apparatus 104 has the capability to transmit and receive
video. The VoIP Apparatus 104 can transmit, for example,
SDP parameters (or other information) specifying video
codecs, frame rates, screen resolution data, and/or other infor-
mation specitying the video communication capabilities of
the VoIP Apparatus 104.

If the VoIP Apparatus 106 also has the capability to trans-
mit and receive video, the VoIP Apparatus 106 will identify
the SDP parameters that were included in the video call
parameters 204 by the VoIP Apparatus 104 as parameters that
are used to set up a video call. In response to receiving these
video call parameters 204, the VoIP Apparatus 106 can
respond by providing video call parameters 206 directly to the
VoIP Apparatus 104 (e.g., over the network 101, but without
transmitting the video call parameters 206 to the call server
102). For example, the VoIP Apparatus 106 can transmit to the
VoIP Apparatus 104 a 200 OK message including SDP
parameters (or other information) specifying video codecs,
frame rates, screen resolution data, and/or other information
specifying the video communication capabilities of the VoIP
Apparatus 106.

In response to receiving the video call parameters 206, the
VoIP Apparatus 104 can select the video call parameters that
will be used to establish a video call with the VoIP Apparatus
106. For example, based on the video call parameters 204 and
the video call parameters 206, the VoIP Apparatus 104 can
identify video communication capabilities that are supported
by each of the VoIP Apparatus 104 and the VoIP Apparatus
106. In turn, the VoIP Apparatus 104 can transmit an acknowl-
edgment to the VoIP Apparatus 106, and begin transmitting
video data 208 to the VoIP Apparatus 106 based on the video
communication capabilities that are supported by each of the
VoIP Apparatus 104 and the VoIP Apparatus 106. Likewise,
the VoIP Apparatus 106 can transmit video data 210 to the
VoIP Apparatus 104 based on the identified video communi-
cation capabilities that are supported by each of the VoIP
Apparatus 104 and 106.

In some implementations, video data 208 and video data
210 are automatically transmitted upon set up of the video
call. For example, after negotiation of the parameters is com-
plete, the VoIP Apparatus 104 and VoIP Apparatus 106 can
begin transmitting the video data 208 and 210 using the
selected parameters without requiring user input.

In some implementations, user input is required to be
received by one or more of the VoIP Apparatus 104 and/or
VoIP Apparatus 106 before video data 208 and 210 are trans-
mitted between the VoIP Apparatus 104 and VoIP Apparatus
106. For example, once the VoIP Apparatus 104 and VoIP
Apparatus 106 have negotiated the video call parameters that
will be used to set up a video call, a notification (e.g., a light
specifying that video call capability is available or another
type of notification) can be presented at the VoIP Apparatus
104 and/or the VoIP Apparatus 106. In these implementa-
tions, the video data 208 and video data 210 may not be
transmitted until the notification is acknowledged (e.g., by a
user) at the VoIP Apparatus 104 and/or the VoIP Apparatus
106. For example, the user at each VoIP Apparatus 104 and

10

20

25

30

35

40

45

50

55

60

65

6

106 can be required to press a button (or otherwise acknowl-
edge the video call) before the video data 208 or 210 are
transmitted.

In some implementations, the parameters that are selected
for use in the video call can be selected by the VoIP Apparatus
106 in response to receiving the video call parameters 204
from the VoIP Apparatus 104. For example, in response to
receiving the video call parameters 204 that are transmitting
when the VoIP Apparatus 104 initiates the video call, the VoIP
Apparatus 106 can identify a set of the video call parameters
204 that are supported by the VoIP Apparatus 106 (e.g., by
accessing an index of supported video call parameters to
identify supported video call parameters that match the video
call parameters in the received video call parameters 204). In
turn, the video call parameters 210 that are sent by the VoIP
Apparatus 106 to the VoIP Apparatus 104 can complete the
call set up, for example, by operating as an acknowledgement
that the VoIP Apparatus 106 has video call capabilities, and
also specifying the video call parameters that will be used for
the video call. In this example, the VoIP Apparatus 104 and/or
VoIP Apparatus 106 can begin transmitting the video data 208
and 210 following receipt of the video call parameters 206 by
the VoIP Apparatus 104. Of course, the VoIP Apparatus 104
can send an acknowledgement to the VoIP Apparatus 106
indicating that the VoIP Apparatus 104 has received the video
call parameters 206.

FIG. 3 is a flow chart of an example process 300 for setting
up a video call independent of a call server. The process 300
can be performed by an endpoint, such as the VoIP Apparatus
104 or VoIP Apparatus 106 of FIG. 1. In some implementa-
tions, the process 300 is implemented as instructions stored
on a non-transitory computer readable medium. In these
implementations, execution of the instructions by an endpoint
causes the endpoint to perform operations of the process 300.

A particular endpoint initiates a call with a called endpoint
(302). The particular endpoint can initiate the call, for
example, by sending an invite (e.g., an SIP Invite message) to
a call server, which in turn sends an invite to the called
endpoint. For example, as described above with reference to
FIG. 1, the particular endpoint can include in the invite a set
of call parameters (e.g., SDP parameters) with which the call
server can negotiate a call between the particular endpoint
and the called endpoint.

After initiating the call, the particular endpoint can receive
from the call server a set of call parameters that will be used
to establish the call between the particular endpoint and the
called endpoint. As discussed above with reference to FIG. 1,
the set of call parameters used to establish the call can be
selected by the call server based on call parameters that were
provided to the call server by each of the particular endpoint
and the called endpoint. For example, the call server can
select, as the call parameters that will be used to establish the
call, those call parameters that were provided to the call server
by both of the particular endpoint and the called endpoint.
That is, the call server can identify the call parameters that are
supported by each of the particular endpoint and the called
endpoint, and set up the call using those identified param-
eters. For brevity, the set of call parameters used to set up the
call will be referred to as “established call parameters.”

In some implementations, the established call parameters
may not include parameters related to a particular communi-
cation capability that is provided by the particular endpoint.
For example, as discussed above, the set of call parameters
provided to the call server by the particular endpoint may
include video call parameters related to setting up a video call
(e.g., a supported frame rate, supported video codecs, and/or
supported video resolution), while the established call param-
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eters may not include these video call parameters. The video
call parameters may be omitted from the established call
parameters, for example, because the called endpoint does
not support the video call parameters, or because the call
server is not capable of setting up a call based on the video call
parameters (i.e., even if the called endpoint and the particular
endpoint both support the video call parameters). In either
case, the call that is set up by the call server will not support
the video communication capabilities that are supported by
the particular endpoint when the video call parameters corre-
sponding to those capabilities are not included in the estab-
lished call parameters.

After the call is established, the particular endpoint trans-
mits, to the called endpoint, information specifying a video
communication capability of the particular endpoint that was
not set up in the call established by the call server (304). In
some implementations, the information is transmitted by the
particular endpoint over an administrative channel that facili-
tates data communication between the particular endpoint
and the called endpoint. For example, the information can be
transmitted by the particular endpoint over an RTCP channel
that is available after an audio call is set up. The information
specifying the video capabilities of the particular endpoint is
transmitted to the called endpoint in a manner that bypasses
the call server that established the audio call between the
endpoints.

As discussed above, the information that is transmitted by
the particular endpoint can include a set of video codecs that
the particular endpoint uses to transmit video, bit rates that are
supported by the particular endpoint, frame rates that are
supported by the particular endpoint, display resolutions that
are supported by the particular endpoint, and/or other infor-
mation that facilitates setting up a video call between the
particular endpoint and the called endpoint.

The particular endpoint receives information specifying
that the called endpoint supports a video communication
capability (306). In some implementations, the particular
endpoint can receive the information from the called endpoint
over an administrative channel that facilitates data commu-
nication between the particular endpoint and the called end-
point. For example, the information can be received by the
particular endpoint over an RTCP channel that is available
after an audio call is set up.

As discussed above, the information that is received by the
particular endpoint can include a set of video codecs that are
supported by the called endpoint, bit rates that are supported
by the called endpoint, frame rates that are supported by the
called endpoint, display resolutions that are supported by the
called endpoint, and/or other information that facilitates set-
ting up a video call between the particular endpoint and the
called endpoint.

Video communication between the particular endpoint and
called endpoint is established independent of the call server
(308). In some implementations, the video communication is
established by the particular endpoint. For example, the first
endpoint can select video call parameters (e.g., video codec,
frame rate, bit rate, and resolution) that are supported by each
of'the particular endpoint and the called endpoint in response
to receiving the information specifying the video communi-
cation capabilities that are supported by the called endpoint.

In some implementations, the video communication
between the particular endpoint and called endpoint is estab-
lished over an administrative channel of the audio call that
was previously set up by the call server. For example, the
video communication between the particular endpoint and
the called endpoint can occur over the RTCP channel that was
established for the audio call.
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The established video communication between the particu-
lar endpoint and the called endpoint facilitates the transmis-
sion of additional data (e.g., in addition to the audio data that
is exchanged using the audio call that was previously setup by
the call server) between the particular endpoint and the called
endpoint. The additional data transmitted between the par-
ticular endpoint and the called endpoint can include, for
example, live video data, whiteboard data (e.g., data that
facilitates presentation of a whiteboard at each of the end-
points), or screen sharing data (e.g., data that facilitate sharing
of information displayed on a screen of one of the endpoints).

As detailed above, the particular endpoint and the called
endpoint negotiate the establishment of video communica-
tion capability independent of the call server. For example,
the particular endpoint and called endpoint can communicate
over a channel that bypasses the call server, to identify param-
eters that will be used to set up the video call between the
particular endpoint into the second endpoint. In the example
described above with respect to the process 300, the selection
of'the video call parameters is described as being performed
by the particular endpoint that initiated the call with the called
endpoint. However, the selection of the video call parameters
can be performed, at least in part, by the called endpoint.

For example, as previously discussed, the called endpoint
can select the video call parameters that will be used to
establish a video call with the particular endpoint in response
to receiving video call parameters from the particular end-
point. In turn, the called endpoint can transmit to the particu-
lar endpoint data specifying the video call parameters that
will be used to establish the video call between the particular
endpoint and the called endpoint. Other video call set up
techniques can also be used to negotiate parameters of the
video call between the particular endpoint and the called
endpoint.

Additionally, although the discussion above refers to estab-
lishing a video call between two endpoints, techniques simi-
lar to those discussed above can be used to establish a video
call between additional endpoints. For example, assume that
three or more endpoints are included in an audio call that was
set up by an audio call server. In this example, a particular
endpoint (e.g., the endpoint that initiates video call set up),
can transmit to each of the other endpoints data specifying
video communication capabilities that are supported by that
particular endpoint. Each of the endpoints that receive the
information from that particular endpoint can respond with
information specifying video communication capabilities
that are also supported by those endpoints. In turn, the par-
ticular endpoint can proceed to establish a video call with one
or more of the other endpoints based on the information
received from those endpoints.

The above description of establishing a video call between
two IP endpoints after an audio call has been established by an
audio call refers to a basic network configuration. The
description above is equally applicable to different and/or
more complex network configurations. FIGS. 4A and 4B are
block diagrams of additional example network configurations
in which the techniques described above can be implemented.

In the configuration 400 illustrated by FIG. 4A, the VoIP
Apparatus 104 is separated from the network 101 by a firewall
402, and the VoIP Apparatus 106 is separated from the net-
work 101 by a firewall 404. As illustrated by FIG. 4A, audio
call setup data 406 that are used to set up an audio call
between the VoIP Apparatus 104 and the VoIP Apparatus 106
are transmitted to the audio call server 408 through the fire-
walls 402 and 404 and the network 101. The audio call that is
set up by the audio call server 408 can be set up in a manner
similar to that described above. When the audio call is set up
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in the network configuration 400, the audio call setup data
406 will be routed to the VoIP Apparatus 104 and the VoIP
Apparatus 106 through the firewalls 402 and 404, respec-
tively. Similarly, once the audio call has been set up by the
audio call server 408, the VoIP Apparatus 104 and the VoIP
Apparatus 106 can directly negotiate a video call using video
call setup data 410 in a manner similar to that discussed
above, but the video call data 410 exchanged between the
VoIP Apparatus 104 and the VoIP Apparatus 106 will be
routed through the firewall 402 and the firewall 404.

The configuration 450 illustrated by FIG. 4B is similar to
the configuration 400, but the configuration 450 includes a
Media Relay Server 412. In this configuration, the audio call
between the VoIP Apparatus 104 and VoIP Apparatus 106 will
be established in the same manner as discussed with respect to
configuration 400. With respect to the establishment of the
video call between the VolP Apparatus 104 and the VoIP
Apparatus 106, the video call setup data 410 that is exchanged
between the VoIP Apparatus 104 and the VoIP Apparatus 106
will be routed through the Media Relay Server 412. The video
call that is established using the video call setup data 410 is
still set up independent of the audio call server 408 that
establish the audio call between the VoIP Apparatus 104 and
the VoIP Apparatus 106 because the video call setup data 410
bypasses (e.g., is not routed through) the audio call server
408, and the audio call server 408 does not negotiate the
parameters of the video call using the video call setup data
410.

FIG. 5 is a block diagram of an example endpoint 500 that
sets up video calls independent of a call server. In some
implementations, the endpoint 500 is included in a desktop IP
telephone 505. The example endpoint 500 can also be
included in other IP communications devices, such as a
mobile telephone, tablet computing device, computer, set-top
box television client device, or another device that is capable
of communicating over an [P network.

The endpoint 500 includes a processor 510, a memory 520,
a storage device 530, and an input/output device 540. Each of
the components 510, 520, 530, and 540 can be intercon-
nected, for example, using a system bus 550. The processor
510 is capable of processing instructions for execution within
the endpoint 500. In one implementation, the processor 510 is
a single-threaded processor. In another implementation, the
processor 510 is a multi-threaded processor. The processor
510 is capable of processing instructions stored in the
memory 520 or on the storage device 530.

The memory 520 stores information within the endpoint
500. In one implementation, the memory 520 is a computer-
readable medium. In one implementation, the memory 520 is
a volatile memory unit. In another implementation, the
memory 520 is a non-volatile memory unit.

The storage device 530 is capable of providing mass stor-
age for the system 500. In one implementation, the storage
device 530 is a computer-readable medium. In various difter-
ent implementations, the storage device 530 can include, for
example, a hard disk device, an optical disk device, a storage
device that is shared over a network by multiple computing
devices (e.g., a cloud storage device), or some other large
capacity storage device.

The input/output device 540 provides input/output opera-
tions for the system 500. In one implementation, the input/
output device 540 can include one or more of a network
interface devices, e.g., an Ethernet card, a serial communica-
tion device, e.g., and RS-232 port, and/or a wireless interface
device, e.g., and 802.11 card. In another implementation, the
input/output device 540 can include driver devices configured
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to receive input data and send output data to other input/
output devices, e.g., keyboard, printer and display devices.

Although an example endpoint has been described in FIG.
5, implementations of the subject matter and the functional
operations described in this specification can be implemented
in other types of digital electronic circuitry, or in computer
software, firmware, or hardware, including the structures dis-
closed in this specification and their structural equivalents, or
in combinations of one or more of them.

Embodiments of the subject matter and the operations
described in this specification can be implemented in digital
electronic circuitry, or in computer software, firmware, or
hardware, including the structures disclosed in this specifica-
tion and their structural equivalents, or in combinations of one
or more of them. Embodiments of the subject matter
described in this specification can be implemented as one or
more computer programs, i.., one or more modules of com-
puter program instructions, encoded on computer storage
medium for execution by, or to control the operation of, data
processing apparatus. Alternatively or in addition, the pro-
gram instructions can be encoded on an artificially-generated
propagated signal, e.g., a machine-generated electrical, opti-
cal, or electromagnetic signal, that is generated to encode
information for transmission to suitable receiver apparatus
for execution by a data processing apparatus. A computer
storage medium can be, or be included in, a computer-read-
able storage device, a computer-readable storage substrate, a
random or serial access memory array or device, or a combi-
nation of one or more of them. Moreover, while a computer
storage medium is not a propagated signal, a computer stor-
age medium can be a source or destination of computer pro-
gram instructions encoded in an artificially-generated propa-
gated signal. The computer storage medium can also be, or be
included in, one or more separate physical components or
media (e.g., multiple CDs, disks, or other storage devices).

The operations described in this specification can be imple-
mented as operations performed by a data processing appa-
ratus on data stored on one or more computer-readable stor-
age devices or received from other sources.

The term “data processing apparatus” encompasses all
kinds of apparatus, devices, and machines for processing
data, including by way of example a programmable proces-
sor, a computer, a system on a chip, or multiple ones, or
combinations, of the foregoing. The apparatus can include
special purpose logic circuitry, e.g., an FPGA (field program-
mable gate array) or an ASIC (application-specific integrated
circuit). The apparatus can also include, in addition to hard-
ware, code that creates an execution environment for the
computer program in question, e.g., code that constitutes
processor firmware, a protocol stack, a database management
system, an operating system, a cross-platform runtime envi-
ronment, a virtual machine, or a combination of one or more
of them. The apparatus and execution environment can real-
ize various different computing model infrastructures, such
as web services, distributed computing and grid computing
infrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written in any
form of programming language, including compiled or inter-
preted languages, declarative or procedural languages, and it
can be deployed in any form, including as a stand-alone
program or as a module, component, subroutine, object, or
other unit suitable for use in a computing environment. A
computer program may, but need not, correspond to a filein a
file system. A program can be stored in a portion of a file that
holds other programs or data (e.g., one or more scripts stored
in a markup language document), in a single file dedicated to
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the program in question, or in multiple coordinated files (e.g.,
files that store one or more modules, sub-programs, or por-
tions of code). A computer program can be deployed to be
executed on one computer or on multiple computers that are
located at one site or distributed across multiple sites and
interconnected by a communication network.

The processes and logic flows described in this specifica-
tion can be performed by one or more programmable proces-
sors executing one or more computer programs to perform
actions by operating on input data and generating output. The
processes and logic flows can also be performed by, and
apparatus can also be implemented as, special purpose logic
circuitry, e.g.,an FPGA (field programmable gate array) or an
ASIC (application-specific integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive instructions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing actions in accor-
dance with instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices for
storing data, e.g., magnetic, magneto-optical disks, or optical
disks. However, a computer need not have such devices.
Moreover, a computer can be embedded in another device,
e.g., a mobile telephone, a personal digital assistant (PDA), a
mobile audio or video player, a game console, a Global Posi-
tioning System (GPS) receiver, or a portable storage device
(e.g., auniversal serial bus (USB) flash drive), to name just a
few. Devices suitable for storing computer program instruc-
tions and data include all forms of non-volatile memory,
media and memory devices, including by way of example
semiconductor memory devices, e.g., EPROM, EEPROM,
and flash memory devices; magnetic disks, e.g., internal hard
disks or removable disks; magneto-optical disks; and CD-
ROM and DVD-ROM disks. The processor and the memory
can be supplemented by, or incorporated in, special purpose
logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described in this specification can be imple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liquid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, e.g., amouse or a trackball, by which the user
can provide input to the computer. Other kinds of devices can
be used to provide for interaction with a user as well; for
example, feedback provided to the user can be any form of
sensory feedback, e.g., visual feedback, auditory feedback, or
tactile feedback; and input from the user can be received in
any form, including acoustic, speech, or tactile input. In addi-
tion, a computer can interact with a user by sending docu-
ments to and receiving documents from a device that is used
by the user; for example, by sending web pages to a web
browser on a user’s client device in response to requests
received from the web browser.

Embodiments of the subject matter described in this speci-
fication can be implemented in a computing system that
includes a back-end component, e.g., as a data server, or that
includes a middleware component, e.g., an application server,
or that includes a front-end component, e.g., a client com-
puter having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any com-
bination of one or more such back-end, middleware, or front-
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end components. The components of the system can be inter-
connected by any form or medium of digital data
communication, e.g., a communication network. Examples
of communication networks include a local area network
(“LAN”) and a wide area network (“WAN™), an inter-network
(e.g., the Internet), and peer-to-peer networks (e.g., ad hoc
peer-to-peer networks).

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other. In some embodi-
ments, a server transmits data (e.g., an HTML page) to a client
device (e.g., for purposes of displaying data to and receiving
user input from a user interacting with the client device). Data
generated at the client device (e.g., a result of the user inter-
action) can be received from the client device at the server.

While this specification contains many specific implemen-
tation details, these should not be construed as limitations on
the scope of any inventions or of what may be claimed, but
rather as descriptions of features specific to particular
embodiments of particular inventions. Certain features that
are described in this specification in the context of separate
embodiments can also be implemented in combination in a
single embodiment. Conversely, various features that are
described in the context of a single embodiment can also be
implemented in multiple embodiments separately or in any
suitable subcombination. Moreover, although features may
bedescribed above as acting in certain combinations and even
initially claimed as such, one or more features from a claimed
combination can in some cases be excised from the combi-
nation, and the claimed combination may be directed to a
subcombination or variation of a subcombination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system compo-
nents in the embodiments described above should not be
understood as requiring such separation in all embodiments,
and it should be understood that the described program com-
ponents and systems can generally be integrated together in a
single software product or packaged into multiple software
products.

Thus, particular embodiments of the subject matter have
been described. Other embodiments are within the scope of
the following claims. In some cases, the actions recited in the
claims can be performed in a different order and still achieve
desirable results. In addition, the processes depicted in the
accompanying figures do not necessarily require the particu-
lar order shown, or sequential order, to achieve desirable
results. In certain implementations, multitasking and parallel
processing may be advantageous.

The invention claimed is:

1. A method performed by data processing apparatus, the
method comprising:

initiating, by a first endpoint and through a call server, an

audio call with a second endpoint;

after the audio call is established, transmitting, by the first

endpoint and independent of the call server, first infor-
mation specifying a video communication capability of
the first endpoint that the call server did not setup in the
established audio call, wherein said first information
specifying a video communication capability of the first
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endpoint is transmitted over a real-time control protocol
(RTCP) channel of the audio call;
receiving, by the first endpoint, second information speci-
fying that the second endpoint has the video communi-
cation capability; and
establishing, by the first endpoint and based on the first
information and second information, video communica-
tion between the first endpoint and the second endpoint
independent of the call server.
2. The method of claim 1, wherein initiating an audio call
with a second endpoint comprises sending an invitation
including a first set of call parameters to the call server, the
method further comprising:
receiving, from the call server, a second set of call param-
eters for transmitting audio to the second endpoint, the
second set of parameters not including a full set of
parameters necessary to transmit video to the second
endpoint; and
transmitting an acknowledgment to the call server.
3. The method of claim 1, wherein:
receiving second information specifying that the second
endpoint has the video communication capability com-
prises receiving the second information over the RTCP
channel.
4. The method of claim 3, wherein:
transmitting first information comprises transmitting a first
set of video codecs that the first endpoint uses to transmit
video;
receiving second information comprises receiving a sec-
ond set of video codecs that the second endpoint uses to
transmit video; and
establishing the video communication comprises selecting
a video codec that is included in each of the first set of
video codecs and a second set of video codecs.
5. The method of claim 1, wherein establishing the video
communication independent of the call server comprises
establishing the video communication between the first end-
point and the second endpoint over the RTCP channel.
6. The method of claim 1, wherein establishing the video
communication comprises establishing a video communica-
tion over which whiteboard data are transmitted.
7. The method of claim 1, wherein establishing the video
communication independent of the call server comprises
negotiating, by the first endpoint and the second endpoint and
over a channel that bypasses the call server, the parameters
that will be used to setup a video call between the first end-
point and the second endpoint.
8. A communications endpoint comprising:
a data storage device storing information specifying a
video communication capability of the communications
endpoint; and
one or more data processors that interact with the data
storage device and execute instructions that cause the
communications endpoint to perform operations com-
prising:
initiating, through a call server, an audio call with a
called endpoint;

after the audio call is established, transmitting, by the
communications endpoint and independent of the call
server, first information specifying a video communi-
cation capability of the communications endpoint that
the call server did not setup in the established audio
call, wherein said first information specifying a video
communication capability of the communications
endpoint is transmitted over a real-time control pro-
tocol (RTCP) channel of the audio call;
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receiving, by the communications endpoint, second
information specifying that the called endpoint has
the video communication capability; and

establishing, by the communications endpoint and based
on the first information and second information, video
communication between the communications end-
point and the called endpoint independent of the call
server.

9. The communications endpoint of claim 8, wherein ini-
tiating an audio call with a called endpoint comprises sending
an invitation including a first set of call parameters to the call
server, wherein execution of the instructions cause the com-
munications endpoint to perform operations comprising:

receiving, from the call server, a second set of call param-

eters for transmitting audio to the called endpoint, the
second set of parameters not including a full set of
parameters necessary to transmit video to the called
endpoint; and

transmitting an acknowledgment to the call server.

10. The communications endpoint of claim 8, wherein:

receiving second information specifying that the called

endpoint has the video communication capability com-
prises receiving the second information over the RTCP
channel.

11. The communications endpoint of claim 10, wherein:

transmitting first information comprises transmitting a first

set of video codecs that the communications endpoint
uses to transmit video;

receiving second information comprises receiving a sec-

ond set of video codecs that the called endpoint uses to
transmit video; and

establishing the video communication comprises selecting

a video codec that is included in each of the first set of
video codecs and a second set of video codecs.
12. The communications endpoint of claim 8, wherein
establishing the video communication independent of the call
server comprises establishing the video communication
between the communications endpoint and the called end-
point over the RTCP channel.
13. The communications endpoint of claim 8, wherein
establishing the video communication comprises establish-
ing a video communication over which whiteboard data are
transmitted.
14. The communications endpoint of claim 8, wherein
establishing the video communication independent of the call
server comprises negotiating, by the communications end-
point and the called endpoint and over a channel that bypasses
the call server, the parameters that will be used to setup a
video call between the communications endpoint and the
called endpoint.
15. A non-transitory computer storage medium encoded
with instructions that when executed by one or more data
processing apparatus cause the one or more data processing
apparatus to perform operations comprising: initiating, by a
first endpoint and through a call server, an audio call with a
second endpoint;
after the audio call is established, transmitting, by the first
endpoint and independent of the call server, first infor-
mation specifying a video communication capability of
the first endpoint that the call server did not setup in the
established audio call, wherein said first information
specifying a video communication capability of the
communications endpoint is transmitted over a real-time
control protocol (RTCP) channel of the audio call;

receiving, by the first endpoint, second information speci-
fying that the second endpoint has the video communi-
cation capability; and
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establishing, by the first endpoint and based on the first
information and second information, video communica-
tion between the first endpoint and the second endpoint
independent of the call server.

16. The computer storage medium of claim 15, wherein
initiating an audio call with a second endpoint comprises
sending an invitation including a first set of call parameters to
the call server, wherein execution of the instructions cause the
one or more data processing apparatus to perform operations
comprising:

receiving, from the call server, a second set of call param-

eters for transmitting audio to the second endpoint, the
second set of parameters not including a full set of
parameters necessary to transmit video to the second
endpoint; and

transmitting an acknowledgment to the call server.

17. The computer storage medium of claim 15, wherein:

receiving second information specifying that the second

endpoint has the video communication capability com-
prises receiving the second information over the RTCP
channel.
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18. The computer storage medium of claim 17, wherein:

transmitting first information comprises transmitting a first

set of video codecs that the first endpoint uses to transmit
video;

receiving second information comprises receiving a sec-

ond set of video codecs that the second endpoint uses to
transmit video; and

establishing the video communication comprises selecting

a video codec that is included in each of the first set of
video codecs and a second set of video codecs.

19. The computer storage medium of claim 15, wherein
establishing the video communication independent of the call
server comprises establishing the video communication
between the first endpoint and the second endpoint over the
RTCP channel.

20. The computer storage medium of claim 15, wherein
establishing the video communication comprises establish-
ing a video communication over which whiteboard data are
transmitted.



