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57 ABSTRACT
Computer-implemented security evaluation methods, secu-
rity evaluation systems, and articles of manufacture are
described. According to one aspect, a computer-implemented
security evaluation method includes accessing information
regarding a physical architecture and a cyber architecture of a
facility, building a model of the facility comprising a plurality
of physical areas of the physical architecture, a plurality of
cyber areas of the cyber architecture, and a plurality of path-
ways between the physical areas and the cyber areas, identi-
fying a target within the facility, executing the model a plu-
rality of times to simulate a plurality of attacks against the
target by an adversary traversing at least one of the areas in the
physical domain and at least one of the areas in the cyber
domain, and using results of the executing, providing infor-
mation regarding a security risk of the facility with respect to
the target.
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1
COMPUTER-IMPLEMENTED SECURITY
EVALUATION METHODS, SECURITY
EVALUATION SYSTEMS, AND ARTICLES OF
MANUFACTURE

STATEMENT AS TO RIGHTS TO INVENTIONS
MADE UNDER FEDERALLY-SPONSORED
RESEARCH AND DEVELOPMENT

This invention was made with Government support under
Contract DE-AC0576R1.O1830 awarded by the U.S. Depart-
ment of Energy. The Government has certain rights in the
invention.

TECHNICAL FIELD

This disclosure relates to computer-implemented security
evaluation methods, security evaluation systems, and articles
of manufacture.

BACKGROUND OF THE DISCLOSURE

Aspects of the disclosure are directed to identifying and
evaluating security risks of infrastructure facilities. Numer-
ous facilities, such as corporation offices, factories, plants,
etc. may contain numerous assets which need to be secured
and protected. Accordingly, the facilities have various secu-
rity systems intended to detect unauthorized intrusions and
delay an adversaries’ attempt to access the assets. With the
emergence of computer systems and communications sys-
tems, modern protection is not only limited to physical pro-
tection but also extends into the cyber domain, for example,
through the use of passwords, firewalls, etc. Furthermore,
there is overlap between physical and cyber domains as an
adversary may use vulnerabilities in one domain to render
security systems in the other domain less secure. In one
illustrative example, an adversary may launch an initial attack
upon cyber infrastructure to reduce the protection provided
by security systems in the physical domain (e.g., access a
server or cyber control system to unlock a physical door).

Atleast some aspects of the disclosure are directed towards
methods and apparatus to evaluate security systems of a facil-
ity as discussed in detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

Example embodiments of the disclosure are described
below with reference to the following accompanying draw-
ings.

FIG. 1 is an illustrative representation of a facility being
modeled according to one embodiment.

FIG. 2 is a functional block diagram ofa computing system
according to one embodiment.

FIG. 3 is a flow chart of a method of executing a model
according to one embodiment.

FIG. 4 is a flow chart of a method of executing an iteration
of the model according to one embodiment.

DETAILED DESCRIPTION OF THE
DISCLOSURE

This disclosure is submitted in furtherance of the constitu-
tional purposes of the U.S. Patent Laws “to promote the
progress of science and useful arts” (Article 1, Section 8).

Referring to FIG. 1, a graphical representation of a facility
10 is shown according to one embodiment. As described in
detail below, the facility 10 is modeled and analyzed to evalu-
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2

ate security risks with respect to one or more targets within
the facility 10. The example facility 10 may be a business,
enterprise, building, industrial plant, electrical substation,
office, etc. or other structures or group of structures which
may include one or more targets, such as assets of interest or
value to others, and which are protected. Atleast some aspects
of the disclosure are directed towards analysis of security
risks of the facility 10 with respect to attacks or intrusions
upon one or more targets of the facility.

In the illustrated embodiment, facility 10 includes areas,
pathways and safeguards in both of a physical domain 12 and
a cyber domain 14. For example, a plurality of nodes 16
represent areas, a plurality of arcs 18 intermediate the nodes
16 represent pathways, and a plurality of safeguards 19 are
provided upon at least some of the arcs 18.

Areas are identified and modeled on the basis that they
either offer the adversary an opportunity to alter a state of the
system or provide access to additional areas. Example areas
in the physical domain include buildings, rooms, specific
open spaces, panel boxes, etc. and example areas in the cyber
domain may be access-oriented definitions, such as a network
permission or zone and may include the Internet, a DMZ,
intranet, extranet, servers, workstations, network devices,
mobile devices, etc. Pathways may be physical or electronic
connections between the areas.

In one embodiment, the areas, pathways and safeguards of
the facility 10 may be modeled and utilized to simulate
attacks of an adversary upon a target of the facility. In one
embodiment, example targets include a control panel, fire-
wall, server, electrical switch of a substation, or other asset of
interest and which may be possibly removed from the facility
or sabotaged. System refers to the cyber and physical archi-
tecture of the facility 10 being modeled in the described
embodiments. The cyber and physical portions of the system
are modeled as connected graphs with the nodes 16 and arcs
18 in the embodiment shown in FIG. 1.

Referring to FIG. 2, one embodiment of a computing sys-
tem 20 of a security evaluation system is shown. Computing
system 20 is configured to implement integrated vulnerability
assessment of a facility 10 in both physical and cyber domains
in one embodiment. In the illustrated example embodiment,
computing system 20 includes a communications interface
22, processing circuitry 24, storage circuitry 26, and a user
interface 28. Other embodiments of computing system 20 are
possible including more, less and/or alternative components.

Communications interface 22 is arranged to implement
communications of computing system 20 with respect to both
internal and external devices while providing communication
among components of the computing system 20. Communi-
cations interface 22 may be arranged to communicate infor-
mation bi-directionally with respect to computing system 20.
Communications interface 22 may be implemented as a net-
work interface card (NIC), serial or parallel connection, USB
port, Firewire interface, flash memory interface, or any other
suitable arrangement for implementing communications with
respect to computing system 20.

In one embodiment, processing circuitry 24 is arranged to
access information regarding a facility, build a model of the
facility and execute the model to provide information regard-
ing a security risk of a facility. Processing circuitry 24 is
further configured to process and analyze data, control data
access and storage, issue commands, and control other
desired operations including display of a graphical user inter-
face via user interface 28.

Processing circuitry 24 may comprise circuitry configured
to implement desired programming provided by appropriate
computer-readable storage media in at least one embodiment.
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For example, the processing circuitry 24 may be implemented
as one or more processor(s) and/or other structure configured
to execute executable instructions including, for example,
software and/or firmware instructions. A plurality of proces-
sors may operate in parallel in some distributed parallel pro-
cessing implementations. Other example embodiments of
processing circuitry 24 include hardware logic, program-
mable gate array (PGA), field programmable gate array
(FPGA), application specific integrated circuit (ASIC), state

4

only memory, flash memory, cache memory, and/or other
configurations capable of storing programming, data, or other
digital information.

User interface 28 is configured to interact with a user
including conveying data to a user (e.g., displaying visual
images, graphs, processing results, etc. for observation by the
user) as well as receiving inputs from the user, for example,
defining the physical and cyber architectures of a facility to be
analyzed, adjusting variable parameters of a model, or inter-
acting with results of execution of the model in one embodi-

machines, and/or other structures alone or in combination 1 ent.
with one or more processor(s). These examples of processing As described further below, the computing system 20 may
circuitry 24 are for illustration and other configurations are be utilized to build a model of facility 10 and then analyze the
possible. Additional details regarding example configura- model to evaluate vulnerabilities of a target within the facility
tions which are configured to process large-scale data sets are s 10 to attack in both the physical and cyber domains and
described below. provide information regarding a security risk to the target
Storage circuitry 26 is configured to store programs such as using results of the analysis.
executable code or instructions (e.g., software and/or firm- Referring again to FIG. 1, the computing system 20
ware), electronic data, databases, a metadata repository, or accesses or receives various inputs regarding a configuration
other digital information and may include computer-readable 20 of'afacility (e.g., user inputs, an inputted electronic file, or by
storage media. In one embodiment, storage circuitry 26 may other appropriate methods). Example inputs used to perform
store information regarding a facility to be modeled as well as asecurity risk analysis include system inputs, scenario inputs,
the model itself and results of executions of the model. A and run-time inputs which are described in additional detail
plurality of storage components may operate in parallel in below.
some embodiments. At least some embodiments or aspects 5 Initially, system inputs are discussed and correspond to the
described herein may be implemented using programming layout or site of the facility (e.g., physical and cyber infra-
stored within one or more computer-readable storage structures) being modeled. For example, the model includes
medium of storage circuitry 26 and configured to control connections between areas of the facility 10 in one embodi-
appropriate processing circuitry 24. ment. In one example, the connections between the areas may
The computer-readable storage medium may be embodied 30 be represented in the form of a basic adjacency matrix of
in one or more articles of manufacture which can contain, Table A where a ‘1’ represents a connection between the two
store, or maintain programming, data and/or digital informa- areas meaning an adversary can “move” along a respective
tion for use by or in connection with an instruction execution pathway between the areas as the model is executed and the
system including processing circuitry 24 in one embodiment. absence of a ‘1’ indicates that the adversary cannot directly
For example, computer-readable storage media may be non- move between the two areas. The matrix can be asymmetrical
. . . : 35 L .
transitory and include any one of physical media such as where direction is important between areas since outbound
electronic, magnetic, optical, electromagnetic, infrared or network traffic may not have the same controls as inbound or
semiconductor media. Some more specific examples of com- exiting a building is not subject to the same safeguards as
puter-readable storage media include, but are not limited to, a entering. The matrix may also include connections corre-
portable magnetic computer diskette, such as a floppy dis- sponding to pathways between physical areas and cyber
kette, a zip disk, a hard drive, random access memory, read areas.
TABLE A
Junction Maintenance Control Operations
Origin  Yard  Box Switchyard Build Room Control ~ Target Internet
1 2 3 4 5 6 7 8 9
Origin 1 1 1
Yard 21 1 1 1 1
Junction 3 1
Box
Switchyard 4 1
Maintenance 5 1
Building
Control 6 1 1
Room
Operations 7 1 1 1
Control
Target 8 1
Internet 9
User 10 1
Level
Admin 11 1
Level
Keypad 12
SW
Prox 13
SW
Alarm 14 1

Station
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TABLE A-continued

Camera 15
Control
Sensor
Control
HMI

Control

16

17

User
Level
10

Admin Keypad Prox
Level SW SW
11 12 13

Alarm  Camera
Station Control Control
14

HMI
Control

Sensor

15 16

Origin 1

Yard 2

Junction 3

Box

Switchyard 4

Maintenance 5 1 1
Building

Control 6

Room

Operations 7

Control

Target 8

Internet 9 1 1
User
Level
Admin
Level
Keypad
SW
Prox
SW
Alarm
Station
Camera
Control
Sensor
Control
HMI
Control

11 1 1 1

12 1

13 1

14

15

16

17

In one embodiment, each area is defined as either a hub or
leaf. A hub is an area that has more than one area connection,
and a leaf is an area that has only one area connection. This
designation is used in some implementations to help keep the
adversary from repeatedly visiting the same leaf nodes. Each
possible connection on the adjacency matrix is a viable path-
way that an adversary could traverse. Pathways are also the
objects in the model to which safeguard sets are assigned.
Pathways typically have at least one set of safeguards 19.

Safeguards 24 are the basic unit of delay (impediment to
the adversary) and detection within the described embodi-
ment of the model. General types of safeguards 19 may be
identified and characterized for the system and include physi-
cal and cyber safeguards 19 in one embodiment. Instances of
safeguards in the system may be modeled independently,
allowing for isolated or system-wide changes in safeguard
performance. By modelling safeguard performance based on
adversary skill levels and allowing dynamic state changes, a
great number of possible analyses can be generated using the
same system definitions. Cyber and physical safeguards 19
may be parameterized as follows: SG ID (key) which is a
unique identifier for each safeguard type, a safeguard descrip-
tion (string) which briefly describes the safeguard, delay
(e.g., minutes as integer) which is the time that adversary will
be delayed and depends on mode and skill levels of the
adversary in cyber/physical domain as represented by one or
more variable parameters including stealth (e.g., low,
medium, high values), and speed (e.g., low, medium, high
values).

45

55

In addition, cyber and physical safeguards 19 may be addi-
tionally modeled with one or more variable parameter of a
detection probability, initial performance, and degrade per-
formance. The detection probability parameter corresponds
to the probability that adversary will be detected at each type
of safeguard 19. In one embodiment, this parameter depends
on mode and cyber/physical skill level of the adversary and
example values provided for each safeguard type may be
indicated as stealth (e.g., low, medium, high values) and
speed (e.g., low, medium, high values).

The initial performance parameter corresponds to func-
tionality of the safeguard at beginning of model run indicated
as a percentage as real (0-100%) where 0% indicates safe-
guard would provide minimum delay (e.g., door unlocked)
and/or detection of the adversary at model start and 100%
indicates safeguard is operating at maximum delay and/or
detection for that safeguard 19 (e.g., door locked).

The degrade performance parameter corresponds to the
amount to decrement the performance of the safeguard when
the safeguard is defeated (adversary moves beyond current
safeguard) indicated as a percentage as real (0-100%) where
a value of 100% would indicate that once adversary moves
beyond safeguard, the performance would be completely
degraded, to zero minutes delay and 0% detection probability
for the remainder of an iteration, which may also be referred
to as a replication, and is discussed in additional detail below.

Safeguard Table B represents example values for various
types of safeguards 19 in one embodiment.
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TABLE B
Initial Degrade
Performance Performance
Factor Factor
Delay (min.) Detection Probability (%) (0-1.00) (0-1.00)
Safe- Stealth Speed Stealth Speed Detec- Detec- Cyber/
SG# guards L M H L M H L M H L M H Delay tion Delay tion Physical
1 None 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 None
2 Agent 6.00 3.00 1.00 3.00 150 050 025 0.15 005 025 015 005 1.00 1.00 1.00 1.00  Cyber
Based
NAC
3 Anti 6.00 3.00 1.00 3.00 150 050 025 0.15 005 025 015 005 1.00 1.00 1.00 1.00  Cyber
Virus
4 Barrier 1.50 1.00  1.00 1.50 0.50 0.50 0.00 0.00 0.00 0.00 0.00 000 1.00 1.00 1.00 1.00  Physical
Door
5 Barrier 10.00  10.00 10.00 10.00 2.00 2.00 0.00 0.00 0.00 0.00 0.00 000 1.00 1.00 1.00 1.00  Physical
Exterior
Wall
20

Safeguard sets are used to model multiple safeguards exist-
ing on a single pathway. Each pathway has at least one safe-
guard set assigned to it in one embodiment. In cases where
there are multiple means available to travel between areas,

In one embodiment, the model is constructed as a Monte
Carlo discrete event simulation based on a timely detection
methodology. The timely detection methodology is to pro-
vide detection as early as possible and build in sufficient delay

additional safeguard sets are used. For example, to get into a 2 toallowa response team the time needed to. interrupt the chain
room of a facility (area 2) from the outside (area 1), there are Siriveig:z Ffjoﬁrsatlhtzsalf versary can make it to the target and
two options in one example, through a first or second door. In FiI;s t 2 ohvsical res .onse time is a countdown timer (vari-
this case, the pathway connecting area 1 to area 2 has two > a Py PO :

’ ; 5o able time parameter) and is set as a predetermined length or
safeguard sets, one corresponding to each of the doors. Each unit of time (e.g., seconds, minutes, etc.) in the described
of those safeguard sets is then, in turn, comprised of at least example embodiment to implement the timely detection
one safeguard in the described example. For each defined methodology. Once a detection event occurs, the timer begins
safeguard (e.g., a door), multiple instances may exist of it and the adversary will be “caught™ once time 0 is reached. If
throughout the modeled facility. Fach instance has a unique 3s the adversary completes the mission (e.g., reaches the target)
1D and attributes (delay and detection) for each are managed prior to time 0, the adversary is successful.
individually in one embodiment. Accordingly, in one embodiment, the countdown timer

In one embodiment, there is the concept of an action to may cotrespond to an estimated time for a .response tea@ to
affect change within the system. Actions are assigned to resp.o.n.d and.neutr alize the adversary foll.owmg the .detectl.on.
areas, and once an adversary reaches an area, actions corre- Facilities being modeled may have multiple detection points
sponding to that area are realized. Actions may be assigned to along a given pathway, but the goal is to detect them early
areas to facilitate system wide state changes and non-safe- enough and delay them long enough that the response team
guard related delays. Upon entry into either cyber or physical can neutralize the adversary in time. If the adversary is
areag, the e}dvelr sary Ctan szirflorm pre-deﬁne? tatsks. Tl(lie tasl((is 45 detected too late in the pathway, and the response time doesn’t
can be as simple as a time delay, or as complicated as degrad- i 4 : : : ;
ing all instances of a particular safeguard type. One example i:;:goli tffth’rlllse 22::1?22; :lacoiz(?;z(i;ﬁn:énbthe egrl;]:i
would be the case where an adversary gains entry into an . P . . Y . . . y p
access control server, granting facility wide access to all mance .testlng and running drills at an existing facility in one
password controlled locks. The action element provides a 50 embodiment. L . .
dynamic construct for modeling a variety of attack types. Cyber response time is identical in function to physical

Actions have four basic functions in one example: set next response time, but is applicable to cyber detection events, and
area (area ID) which dictates the next area the adversary will can be spe01ﬁe.d independent of the physwe}l response time.

o regardless of random/prescribed path method and leferent skill levels @d modes 9f operation are ad.dltlonal
gllolivcil is input as an area 1D; delay the adversary (time in 55 variable parameters which may be ! n.dep.e nd.ently asmgne.d FO
minutes adversary will experience a delay at current loca- zizlzfloliszicgzr(i:egjgznl}; p:rg;p:;:inghlnstilclzlasnkezlﬁleﬁalrrf
tion); affect specific safeguard (safeguard instance ID) which acteristics may b.e in depen(lijen’tlyyassigne(llj (l}; w. medium. or
degrades delay by a percentage and/or detection by a percent- high) and determine the probability of de tec;ion and ’the
age; and set specific objective as met (area ID). 60 '8 £ del P d yh f d

As mentioned previously, scenario inputs are also specified amount of delay expenieiice at cach sa euar (e.g.., See
and used to evaluate the system inputs for performance. For Table B? for the respective adversary entity. I.n addition,
example, systems can be measured against a variety of adver- adversaries may operate under one .of two possible modes:
sary types with unique objective sets. Similarly the response stealth or speed. Delay and probability values for safeguards
can be altered as well. The following example variable 65 will depend on which mode the adversary is operating in. In

parameters are listed below and define an analysis the system
will be measured against in one embodiment.

the event of detection, adversary mode may be changed from
stealth to speed. Initially, the adversary may choose to operate
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with stealth or speed as the primary mode. However, once in
speed mode, an adversary will not switch back to stealth
mode in one embodiment.

In one embodiment, an integrated mode parameter indi-
cates which domains the adversary will operate in (single
attack mode or blended). The options in one example are:
physical only, cyber only and cyber/physical. The cyber/
physical setting allows the adversary to move between cyber
and physical areas and carry out an integrated attack, such as
a physical enabled cyber attack or a cyber enabled physical
attack. Single domain attacks are carried out by restricting the
adversary to either only physical areas, or only cyber areas.
Blended attacks in both physical and cyber attacks involve
beginning in one domain to affect change in the other, and
then backing outward to take advantage of reduced system
effectiveness, before penetrating further into the defenses.

An object set parameter may also be specified which
defines a set of objectives which each adversary must meet in
order to succeed. Each objective is an area in the system
network structure and the set contains at least one objective.

As mentioned above, run-time inputs are also specified for
the model and used to evaluate the system inputs for perfor-
mance in one embodiment. Example run-time settings define
the number of iterations to run and which network traversal
logic to use (predefined path or random path).

More specifically, network navigation model logic can be
altered to affect how the adversary traverses the network of
areas. Once an adversary reaches an area, they choose another
area to go to next. Using a random traversal setting, the
adversary will randomly select a connected area available to
them at their current area (See the adjacency matrix of Table
A). If more than one safeguard set is present, the adversary
will then randomly select from the available safeguard sets on
the appropriate pathway (connecting the current area to the
next area). The cycle is repeated once the adversary reaches
the next area. A prescribed path setting may also be used
where a list of areas can be set into the model and the adver-
sary traverses them in that order. The selection of safeguard
sets on pathways, however, is still randomly selected from the
available options for the prescribed pathways in one embodi-
ment.

In addition, each area is indicated as either a leaf or hub as
mentioned above. The random traversal method uses this
information to restrict an adversary from traveling to a leaf
hub multiple times in one implementation. This is accom-
plished by setting a visited leaf'to “visited”, and the adversary
will not be able to select this area until a hub/leaf reset event
occurs.

The number of iterations to run may also be set and may be
determined based on the size of the facility (number of path-
ways and safeguard sets present). More iterations are typi-
cally utilized for random traversal.

Computing system 20 may execute the model numerous
times during example analysis operations. For example, the
computing system 20 may perform a given analysis where the
values of the various input parameters including the system,
scenario and run-time inputs do not change. The computing
system 20 may perform a plurality of executions of the model
during the analysis which are referred to as iterations of the
given analysis. A statistically relevant number of iterations
may be performed to provide information regarding the secu-
rity risks of the facility (enable different types of analyses to
be performed) as discussed further below. For example, in
some embodiments, the adversary may randomly select a
route of attack to the target in one iteration which differs from
a route of attack to the target in another iteration. Executing a
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sufficient number of iterations increases the number of dif-
ferent combination of variables of the model which are
executed providing respective different results which may be
analyzed.

In addition, input parameters may be varied and used dur-
ing other separate analyses. For example, following the
execution of the model a sufficient number of iterations in a
firstanalysis (i.e., using a fixed set of input parameters includ-
ing system, scenario and run-time inputs), a second analysis
may be performed where one or more of the parameters of the
input parameters of the system, scenario and run-time inputs
are varied and then executed in the model a sufficient number
of'iterations. Furthermore, any suitable number of individual
analyses may be performed where respective fixed sets of the
input parameters of the system, scenario and run-time inputs
are used. The input parameters may be manually varied (e.g.,
an analyst inserts an additional safeguard to a pathway of a
facility and executes the model to determine the eftectiveness
of the new safeguard) or varied automatically (e.g., the com-
puting system varies the input parameters automatically to
evaluate numerous different facility configurations and dif-
ferent attacks).

In one embodiment, summary statistics of executions of
the model may be generated. One example summary statistic
includes analysis statistics of the settings used for all itera-
tions within same analysis including, for example, adversary
skills, objective(s), and response times.

Another example summary statistic includes iteration sta-
tistics which summarizes the outcome for each iteration of an
analysis, for example, scenario 1D, iteration/repetition num-
ber and outcome (adversary win/lose), whether detection
occurred or not, time of detection, response time and time of
intercept (simulation time).

An additional summary statistic includes path which
describes movement of adversary through the iteration
including areas and pathways. For example, this information
may include iteration/repetition number, current area, next
area, pathway 1D, safeguard set, and objective. A safeguard
summary statistic may be provided which includes detailed
information of safeguards encountered in each iteration
including iteration/repetition number, safeguard set 1D, spe-
cific safeguard, mode (speed/stealth), whether detection
occurred or not, delay performance, detection performance,
and response time remaining if adversary was successful.

In another embodiment, a detailed iteration analysis is
provided which includes significant events to provide
detailed information about the results of the iterations. Each
event is listed by the simulation time they occur with the
following information (where applicable depending on
event): arrivals to area, attack vector changes (e.g., stealth/
speed, cyber, cyber/physical, physical), move information
from one area to another (e.g., path delays/time to move,
safeguard set selected by adversary), action (e.g., type of
action and action specific information: degrade safeguard
(SG), set next area, etc.), engaging safeguards (e.g., current
performance for detection and delay experienced), pass safe-
guards (e.g., current performance for delay, delay experi-
enced, degrade safeguard as defined for each safeguard),
detection probability outcome (e.g., change to speed mode
when detected) and adversary (e.g., win/lose, interdiction
location).

A sample of a detailed iteration analysis output is included
as an example in Table C.
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TABLE C
Rep Time Actions Add’l Info 1 Add’l Info 2
1 Time: 0 Starting Area: Internet Attack Vector: Cyber + Physical Approach: Skill Level: Physical -
stealth medium; Cyber - medium
1 Time: 0 Arrived at Internet
1 Time: 0 Moving from Internet to Baseline path delay of 0.5 minutes Pathway 495; Safeguard set
Facility Exterior (1) selected
1 Time: 0.5 Arrived at Facility Exterior
1 Time: 0.5 Moving from Facility Exterior Baseline path delay of 0.5 minutes Pathway 4; Safeguard set (1)
to Stair 2 selected
1  Time:1 Engage SG: Human Detection probability of 10% @100%
Observation (6) performance
1  Time:1 Adversary DETECTED;
(10%) Approach set to
‘speed’
1  Time:1 Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (6) Observation (6); Delay (-0%)
Detect (-0%)
1  Time:1 Engage SG: Prox Card Detection probability of 20% @100%
Reader (7) performance
1 Time:1.75  Passed SG: Prox Card Delay of 0.75 minutes @100% Degrade SG: Prox Card
Reader (7) performance Reader (7); Delay (-100%)
Detect (-100%)
1 Time:1.75  Arrived at Stair 2
1 Time:1.75  Moving from Stair 2 to LAI Baseline path delay of 0.5 minutes Pathway 83; Safeguard set
(4) selected
1 Time:2.25  Engage SG: Alerted Human Detection probability of 30% @100%
Observation (33) performance
1 Time:2.25  Passed SG: Alerted Human Delay of 0 minutes @100% performance Degrade SG: Alerted Human
Observation (33) Observation (33); Delay
(—=0%) Detect (—0%)
1 Time:2.25  Engage SG: Interior Door Detection probability of 0% @100%
Glass Insert (34) performance
1 Time:2.42  Passed SG: Interior Door Delay of 0.17 minutes @100% Degrade SG: Interior Door
Glass Insert (34) performance Glass Insert (34); Delay
(~100%) Detect (-100%)
1 Time:2.42  Engage SG: Magnetic Door Detection probability of 95% @100%
Switch (35) performance
1 Time:2.42  Passed SG: Magnetic Door Delay of 0 minutes @100% performance Degrade SG: Magnetic Door
Switch (35) Switch (35); Delay (-0%)
Detect (-0%)
1 Time:2.42  Arrived at LAI
1 Time:2.42  Moving from LAI to Baseline path delay of 0.5 minutes Pathway 118; Safeguard set
Conference 2 2511 (19) selected
1 Time:2.92  Engage SG: Human Detection probability of 10% @100%
Observation (50) performance
1 Time:2.92  Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (50) Observation (50); Delay
(—=0%) Detect (—0%)
1 Time:2.92  Engage SG: Reinforced Detection probability of 0% @100%
Interior Wall (51) performance
1 Time:4.12  Passed SG: Reinforced Delay of 1.2 minutes @100% performance Degrade SG: Reinforced
Interior Wall (51) Interior Wall (51); Delay
(~100%) Detect (-100%)
1 Time:4.12  Arrived at Conference 2 2511
1 Time:4.12  Moving from Conference 2 Baseline path delay of 0.5 minutes Pathway 350; Safeguard set
2511 to Machine Room 2709 (28) selected
1 Time:4.62  Engage SG: Human Detection probability of 10% @100%
Observation (120) performance
1 Time:4.62  Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (120) Observation (120); Delay
(—=0%) Detect (—0%)
1 Time:4.62  Engage SG: Reinforced Detection probability of 0% @100%
Interior Wall (121) performance
1 Time:5.82  Passed SG: Reinforced Delay of 1.2 minutes @100% performance Degrade SG: Reinforced
Interior Wall (121) Interior Wall (121); Delay
(~100%) Detect (-100%)
1 Time:5.82  Arrived at Machine Room
2709
1 Time:5.82  Moving from Machine Room Baseline path delay of 0.5 minutes Pathway 297; Safeguard set
2709 to Cubicles 2719 (72) selected
1 Time: 6.32  Engage SG: Human Detection probability of 10% @100%
Observation (110) performance
1 Time: 6.32  Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (110) Observation (110); Delay
(—=0%) Detect (—0%)
1 Time: 6.32  Arrived at Cubicles 2719
1 Time: 6.32  Moving from Cubicles 2719to  Baseline path delay of 0.5 minutes Pathway 285; Safeguard set

Cubicles 2719 Safe

(64) selected
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TABLE C-continued
Rep Time Actions Add’l Info 1 Add’l Info 2
1 Time: 6.82  Engage SG: Human Detection probability of 10% @100%
Observation (107) performance
1 Time: 6.82  Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (107) Observation (107); Delay
(—=0%) Detect (—0%)
1 Time: 6.82  Engage SG: Safe Enclosure Detection probability of 0% @100%
(108) performance
1 Time: 8.82  Passed SG: Safe Enclosure Delay of 2 minutes @100% performance Degrade SG: Safe Enclosure
(108) (108); Delay (-100%) Detect
(-100%)
1 Time: 8.82  Arrived at Cubicles 2719 Safe
1 Time: 8.82  Moving from Cubicles 2719 Baseline path delay of 0.5 minutes Pathway 635; Safeguard set
Safe to Cubicles 2719 (62) selected
1 Time:9.32  Engage SG: Human Detection probability of 10% @100%
Observation (154) performance
1 Time:9.32  Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (154) Observation (154); Delay
(—=0%) Detect (—0%)
1 Time:9.32  Arrived at Cubicles 2719
1 Time:9.32  Moving from Cubicles 2719to  Baseline path delay of 0.5 minutes Pathway 267; Safeguard set
VTR (92) selected
1 Time:9.82  Engage SG: Human Detection probability of 10% @100%
Observation (102) performance
1 Time:9.82  Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (102) Observation (102); Delay
(—=0%) Detect (—0%)
1 Time:9.82  Arrived at VIR
1 Time:9.82  Moving from VTR to VTR Baseline path delay of 0.5 minutes Pathway 180; Safeguard set
Safe (59) selected
1 Time: 10.32 Engage SG: Human Detection probability of 10% @100%
Observation (92) performance
1 Time: 10.32 Passed SG: Human Delay of 0 minutes @100% performance Degrade SG: Human
Observation (92) Observation (92); Delay
(—=0%) Detect (—0%)
1 Time: 10.32 Engage SG: Safe Enclosure Detection probability of 0% @100%
(93) performance
1 Time: 11.0  Adversary Loses; Interdiction
at VIR

The output information resulting from the executions of the
model may be mined and used in various different ways. In
one example, the results may be queried or searched by an
analyst, for example, to identify weaknesses in the security
system, to identify relationships between physical and cyber
security systems which were not previously apparent, to
assist with the design/re-design of physical and cyber security
systems and for other purposes. In particular, these example
uses of the information which result from the executions of
the model are illustrative and the information may be used
differently in other embodiments.

More specific examples are set forth below to illustrate
possible uses of the results of the executions of the model,
however, it is understood that an analyst may use the results
differently during the evaluation of different facilities having
different physical and cyber architectures and/or for different
purposes. In one example, an analyst may review the results
of the number of iterations having successful attacks by an
adversary versus the number of iterations when the adversary
was neutralized to determine if the security provided is
acceptable. In other examples, an analyst may perform fre-
quency searching of the results (e.g., identify the most com-
monly used areas and pathways traversed by adversaries dur-
ing iterations where the adversary successtully reached the
target, identify the specific safeguard which was overcome by
the adversary the greatest number of times during iterations
when the adversary was neutralized, etc.).

In one example, a proposed security system of a facility to
be built may be analyzed prior to construction in an effort to
identify and improve weaknesses. Furthermore, existing
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facilities may be analyzed to assist with redesign of the facili-
ties’ security systems (e.g., identify weak points of the sys-
tems, model different possible revisions to the systems, and
identify most effective revisions to determine appropriate
changes for improvement to the weak points of existing secu-
rity systems). A security system of a facility may be con-
structed or revised in accordance with the most effective
physical and cyber architectures identified by the executions
of the model.

As mentioned above, a plurality of iterations (e.g., thou-
sands) may be performed during a given analysis of the model
(i.e., execution of the model using a common set of inputs).
Running numerous iterations may help an analyst identify
edge or outlier cases, for example, when the adversary was
successful and traversed a route of attack through both physi-
cal and cyber domains which was not previously appreciated
by security personnel. This example execution of the model
helps identify unknown risks and gain insight into the security
system which was not previously recognized. More specifi-
cally, the electrical interconnections and system level inter-
actions could provide an adversary an unexplored or unreal-
ized path to the target. Execution of the model upon a facility
may identify a previously-unidentified route of attack
through one of the physical areas and one of the cyber areas to
a target.

In one embodiment, the statistics for each iteration are
captured in the output log for the analyst to review, and can be
compiled across multiple iterations. Statistical analysis can
be performed for each use case, and selected scenarios can be
played back in a graphical user interface in one embodiment.
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In one embodiment, the graphical user interface may display
a graph, for example as shown in FIG. 1, and the relevant
information during the execution of the model during an
iteration (e.g., display event detection, response initiation, the
path the adversary chooses, the safeguard being exploited,
and the time involved with each event). In this example, the
analysts can watch each step of the attack as they unfold or
after the fact for iterations of interest.

Referring to FIG. 3, one example computer-implemented
method for evaluating security risk of a facility which is
performed by processing circuitry of the computing system is
shown according to one embodiment. Other methods includ-
ing more, less and/or alternative acts may be utilized in other
embodiments.

At an act A10, system, scenario and run-time inputs dis-
cussed above regarding a facility are received or accessed.
The information includes details regarding a physical archi-
tecture and a cyber architecture of a facility in this described
example and may be accessed via the communications inter-
face and/or user interface.

Atan act A12, the inputs are utilized to build a model of the
facility for subsequent execution. For example, appropriate
graphs, matrices and tables described above of the physical
and cyber areas, pathways and safeguards may be con-
structed.

Atanact A14, a target to be pursued by the adversary, such
as an area of the facility, is identified. Different targets may be
used in different analyses of the facility.

At an act A16, the model is executed using the received
inputs. In one embodiment, the model may be executed a
sufficient number of iterations to simulate attacks against the
target by an adversary traversing areas of the physical and
cyber domains to assist with evaluation of security risks of the
facility.

At an act A18, the results of the execution may be utilized
to provide information regarding the security risk of the facil-
ity with respect to the target. For example, the summary
statistics and detailed iteration analysis may be stored, mined,
searched and reviewed by an analyst.

At an act A20, it is determined whether another analysis
should be run. For example, if one or more input parameters
are desired to be varied, then the method returns to act A16 to
execute the model using the new input parameters and pro-
vide additional information regarding the risk at act A18 with
the new input parameters as well as the previous input param-
eters. If no revisions are desired, the method terminates.

Referring to FIG. 4, one example computer-implemented
method for executing the model in an iteration by processing
circuitry of the computing system is shown according to one
embodiment. Other methods including more, less and/or
alternative acts may be utilized in other embodiments.

At an act A30, the route of attack by the adversary is
determined. The route may be predetermined or determined
randomly during the execution of the model as mentioned
previously.

At an act A32, the adversary is detected along the route of
attack.

At an act A34, as a result of the detection of the adversary,
a countdown timer is initiated. The countdown timer corre-
sponds to an amount of time a response team has to attempt to
neutralize the adversary after notification of the adversary
before the adversary reaches the target.

At an act A36, it is determined whether the adversary has
reached the target. If yes, the method proceeds to an act A40.

If not, the method proceeds to an act A38 where it is
determined whether the countdown timer elapsed. If not, the
process returns to act A36.
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If yes, the method proceeds to act A40.

At act A40, the results of the whether the adversary reached
the target or the countdown timer expired are stored. The
adversary is considered to have “won” if the adversary
reached the target and “lost” if the countdown timer elapses
prior to the adversary reaching the target.

As described above, at least some embodiments of the
disclosure permit analysis of a security system of a facility in
both physical and cyber domains which provides a more
complete and comprehensive security risk analysis of the
facility compared with arrangements which analyze only one
of the domains. The systems and methods of the disclosure
can be used to explore interactions between both the physical
and cyber domains and may assist with identifying vulner-
abilities which were not previously readily apparent. In par-
ticular, an overall vulnerability analysis of the entire system
may be performed taking into account previously unidenti-
fied and unaccounted for areas of physical/cyber interdepen-
dencies.

In compliance with the statute, the invention has been
described in language more or less specific as to structural and
methodical features. It is to be understood, however, that the
invention is not limited to the specific features shown and
described, since the means herein disclosed comprise pre-
ferred forms of putting the invention into effect. The invention
is, therefore, claimed in any of its forms or modifications
within the proper scope of the appended aspects appropriately
interpreted in accordance with the doctrine of equivalents.

Further, aspects herein have been presented for guidance in
construction and/or operation of illustrative embodiments of
the disclosure. Applicant(s) hereof consider these described
illustrative embodiments to also include, disclose and
describe further inventive aspects in addition to those explic-
itly disclosed. For example, the additional inventive aspects
may include less, more and/or alternative features than those
described in the illustrative embodiments. In more specific
examples, Applicants consider the disclosure to include, dis-
close and describe methods which include less, more and/or
alternative steps than those methods explicitly disclosed as
well as apparatus which includes less, more and/or alternative
structure than the explicitly disclosed structure.

What is claimed is:
1. A computer-implemented security evaluation method
comprising:

accessing information regarding a physical architecture
and a cyber architecture of a facility;

building a model of the facility comprising a plurality of
physical areas of the physical architecture, a plurality of
cyber areas of the cyber architecture, and a plurality of
pathways between the physical areas and the cyber
areas;

identifying a target within the facility;

executing the model a plurality of times to simulate a
plurality of attacks against the target by at least one
adversary traversing at least one of the physical areas
and at least one of the cyber areas;

using results of the executing, providing information
regarding a security risk of the facility with respect to the
target;

wherein individual executions of the model comprise ini-
tiating counting of a timer once the atleast one adversary
is detected; and

wherein the providing comprises providing information
indicating whether the at least one adversary reached the
target during the executions of the model using informa-
tion of the timer.
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2. The method of claim 1 wherein the target comprises one
of the physical and cyber areas.

3. The method of claim 1 wherein the building comprises
building the model to comprise the pathways between differ-
ent ones of the physical areas, between different ones of the
physical areas and different ones of the cyber areas, and
between different ones of the cyber areas.

4. The method of claim 1 further comprising specifying a
route to the target, and wherein the executing comprises
executing the model to simulate the attacks against the target
by the at least one adversary traversing the route.

5. The method of claim 1 wherein the executing comprises
executing the model to simulate the attacks against the target
by the at least one adversary traversing different random
routes to the target.

6. The method of claim 1 wherein the providing informa-
tion comprises identifying a previously-unidentified route of
attack through one of the physical areas and one of the cyber
areas to the target.

7. The method of claim 1 further comprising, using the
information regarding the security risk, generating a plurality
of revised versions of the model, and wherein the executing
comprises executing each of the revised versions of the model
aplurality of times to simulate a plurality of additional attacks
against the target by at least one adversary traversing a plu-
rality of the physical and cyber areas.

8. The method of claim 7 further comprising, using the
results of the executing, identifying one of the revised ver-
sions of the model for use in revising the facility.

9. The method of claim 1 wherein the pathways individu-
ally comprise at least one safeguard configured to at least one
of detect and impede the at least one adversary.

10. The method of claim 1 wherein the providing informa-
tion for one of the executions of the model comprises provid-
ing information indicating whether the at least one adversary
reached the target before the timer counts a predetermined
length of time.

11. The method of claim 10 wherein the at least one adver-
sary is successful if the at least one adversary reaches the
target before the timer counts the predetermined length of
time and the at least one adversary is neutralized if the at least
one adversary fails to reach the target before the timer counts
the predetermined length of time.

12. The method of claim 1, after the executing, further
comprising:

changing at least one variable of the model; and

after the changing, re-executing the model a plurality of

times to simulate a plurality of additional attacks against
the target by the at least one adversary traversing at least
one of the physical areas and at least one of the cyber
areas.

13. The method of claim 1 wherein the providing informa-
tion comprises providing information regarding the number
of executions of the model where the at least one adversary
was successtul in reaching the target.

14. The method of claim 1 wherein the different executions
of the model provide different results due to different vari-
ables in the model.
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15. A security evaluation system comprising:

an interface configured to receive information regarding a
physical architecture and a cyber architecture of a facil-
ity; and

processing circuitry coupled with the interface and config-

ured to:

build a model of the facility comprising a plurality of
physical areas of the physical architecture and a plu-
rality of cyber areas of the cyber architecture;

execute the model a plurality of times to simulate a
plurality of attacks against the facility by at least one
adversary traversing at least one of the physical areas
and at least one of the cyber areas;

after the execution, revise the model a plurality of times
generating a plurality of revised versions of the
model; and

after the revision, execute each of the revised versions of
the model a plurality of additional times to simulate a
plurality of additional attacks against the facility by at
least one adversary traversing at least one of the
physical areas and at least one of the cyber areas.

16. The system of claim 15 wherein the model comprises a
plurality of pathways intermediate the physical and cyber
areas, and the pathways individually comprise at least one
safeguard configured to at least one of detect and impede the
at least one adversary, and wherein the revision of the model
comprises changing the at least one safeguard of at least one
of the pathways.

17. The system of claim 15 wherein the processing cir-
cuitry is configured to provide information regarding a secu-
rity risk of the facility using the results of the executions of the
model before and after the revision of the model.

18. The system of claim 17 wherein the information regard-
ing the security risk of the facility compares the security risk
of the facility with and without the revision.

19. An article of manufacture comprising:

non-transitory computer-readable storage medium com-

prising programming which causes processing circuitry
to perform processing comprising:
accessing information regarding a physical architecture
and a cyber architecture of a facility;
building a model of the facility comprising a plurality of
physical areas of the physical architecture, a plurality
of'cyber areas of the cyber architecture, and a plurality
of pathways between the physical areas and the cyber
areas;
executing the model comprising:
identifying a target within the facility;
defining a route of attack by an adversary traversing at
least one of the physical areas and at least one ofthe
cyber areas to the target;
detecting the adversary on the route of attack;
as a result of the detecting, initiating a timer which
counts a predetermined length of time; and
determining whether the at least one adversary
reached the target before the predetermined length
of time has been counted.

20. The article of manufacture of claim 19 wherein the
route of attack is a user-specified route of attack.

21. The article of manufacture of claim 19 wherein the
route of attack is a randomly determined route of attack.
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