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FLEXIBLY PERFORMING REALLOCATIONS
IN DATABASES

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to U.S. Patent Application
Ser. No. 61/911,742 filed on Dec. 4, 2013, entitled “Flex-
ibility Performing Allocations in Databases”, the contents of
which are incorporated by reference herewith in its entirety.

TECHNICAL FIELD

The subject matter described herein relates to reallocation
processes, and specifically to data being distributed within
database environments.

BACKGROUND

In a database environment, reallocation is the process of
re-distributing values between previously existing data
objects, which already have values assigned to them. A
typical example for reallocation is the re-distribution of
indirect costs assigned to a service department to other
(productive) departments. Reallocation methods today
require that specific data types and steps within the reallo-
cation process are hardcoded and limited to a predefined
number of, or sequence of steps.

SUMMARY

In one aspect, a reallocation processing block including
computing system including one or more data processors
receives a base table, a reference table, and at least one
assignment path table. Subsequently, rules from the at least
one assignment path table are applied to the base table and
the reference table by reallocating values between at least
two existing data objects. A results table is generated with
the reallocated values in the at least two existing data
objects. A reallocated value is compared with a threshold
value to determine the need for an iteration. At least one of
the activities described is implemented using at least one
data processor.

When the threshold value is not reached, the reallocation
processing block received the results table, the reference
table, and the at least one assignment path table as part of an
iteration. When the threshold value is not reached, the rules
from the at least one assignment path table are re-applied to
the results table and the reference table by reallocating
values between the at least two existing data objects. The
results table is re-generated with the reallocated values in the
at least two existing data objects. At least one of the
activities described is implemented using at least one data
processor.

The reallocation processing block can include at least one
reallocation processing sub-block.

The reallocation processing block provides the base table,
the reference table, and a first assignment path table to a first
reallocation processing sub-block. The first reallocation pro-
cessing sub-block can apply rules from the assignment path
table to the base table, and the reference table and can
generate the results table. At least one of the activities
described is implemented using at least one data processor.

The reallocation processing block provides the results
table generated by a previous reallocation processing sub-
block, the reference table, and a subsequent assignment path
table, to a subsequent reallocation processing sub-block. The
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subsequent reallocation processing sub-block use the results
table generated by a previous reallocation processing sub-
block instead of the base table, the subsequent assignment
path table, and the reference table to apply rules from the
assignment path table and to generate a new results table. At
least one of the activities described is implemented using at
least one data processor.

The first reallocation processing sub-block can receive the
base table, the reference table, and the first assignment path
table. Subsequently, the first reallocation processing sub-
block can applying rules from the first assignment path table
to the base table by splitting data from the base table into
data requiring direct assignment and data requiring alloca-
tion. Furthermore, the first reallocation processing sub-block
can apply rules from the first assignment path table to the
reference table and generate a filtered reference table. Fur-
thermore, the first reallocation processing sub-block can
reallocate the data requiring reallocation using the filtered
reference table, and can generate a results table by combin-
ing the reallocated data with the data requiring direct assign-
ment. At least one of the activities described is implemented
using at least one data processor.

The subsequent reallocation processing sub-block can
receive the results table generated by the previous realloca-
tion processing sub-block, the reference table, and the
subsequent assignment path table. Subsequently, the subse-
quent reallocation processing sub-block can apply rules
from the subsequent assignment path table to the received
results, by splitting data from the received results into data
requiring direct assignment and data requiring reallocation.
Furthermore, the subsequent reallocation processing sub-
block can apply rules from the subsequent assignment path
table to the reference table and can generate a filtered
reference table. Furthermore, the subsequent reallocation
processing sub-block can reallocate the data requiring real-
location using the filtered reference table; and can generat-
ing the results table by combining the reallocated data with
the data requiring direct assignment. At least one of the
activities described is implemented using at least one data
processor.

Reallocation within a database environment can be per-
formed by processing a sequence of steps, each of which is
described by a reallocation processing block. The realloca-
tion processing block can receive a base table, a reference
table, and one, or more, assignment path tables and can
compute a result. This result can act as the input for another
iteration of the reallocation the processing block either until
the remaining result is sufficiently small to be below a
defined threshold, or based on a fixed number of iterations.
Related apparatus, systems, techniques and articles are also
described.

Non-transitory computer program products (i.e., physi-
cally embodied computer program products) are also
described that can store instructions, which when executed
one or more data processors of one or more computing
systems, can cause at least one data processor to perform
operations herein. Similarly, computer systems are also
described that may include one or more data processors and
memory coupled to the one or more data processors. The
memory may temporarily or permanently store instructions
that cause at least one processor to perform one or more of
the operations described herein. In addition, methods can be
implemented by one or more data processors either within a
single computing system or distributed among two or more
computing systems. Such computing systems can be con-
nected and can exchange data and/or commands or other
instructions or the like via one or more connections, includ-
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ing but not limited to a connection over a network (e.g. the
Internet, a wireless wide area network, a local area network,
a wide area network, a wired network, or the like), via a
direct connection between one or more of the multiple
computing systems, etc.

The subject matter described herein provides many
advantages. For example, the current subject matter allows
for an arbitrary number of reallocation steps. Moreover,
dimensions that comprise the tables/views can be flexibly
chosen. As such, the method can generalize approaches used
in state-of-the-art cost allocation solutions which are typi-
cally restricted to specific allocation models (e.g. activity-
based costing) and which restrict the number and type of
dimensions using in allocation.

The details of one or more variations of the subject matter
described herein are set forth in the accompanying drawings
and the description below. Other features and advantages of
the subject matter described herein will be apparent from the
description and drawings, and from the claims.

DESCRIPTION OF DRAWINGS

FIG. 1 is a system diagram illustrating a computing
environment including a database having an allocation pro-
cessing block;

FIG. 2 is a diagram illustrating an allocation processing
block 130 that receives three inputs and computes an allo-
cation result;

FIG. 3 is diagram illustrating an example of a sequence of
activities within the allocation processing block;

FIG. 4 is a diagram illustrating the allocation processing
block used twice to further disaggregate an allocation value
by other allocation object parameters;

FIG. 5 is a diagram illustrating a base/result table, a
reference table, and an allocation paths table;

FIG. 6 is a diagram illustrating a tree approach for
interpreting assignment path rules, especially how to handle
NULL values in the assignment path table;

FIG. 7 is a process flow diagram illustrating a sequence of
steps performed by the allocation processing block;

FIG. 8 is a process flow diagram similar to FIG. 7, with
an adapted performance motivated step;

FIG. 9 is a diagram illustrating an example of the results
of the allocation process implemented on data populated
base, resource, assignment paths and results tables;

FIGS. 10-15 are diagrams, each illustrating a step or
sub-step of the allocation process using data populated
tables;

FIG. 16 is a process flow diagram illustrating a sequence
of activities for performing data allocation;

FIG. 17 is a diagram illustrating a reallocation module
that receives inputs and computes a reallocation result;

FIG. 18 is a diagram illustrating a reallocation processing
module performing three iterations of reallocation process-
ing block;

FIG. 19 is a diagram illustrating an example of the
reallocation process;

FIG. 20 is a diagram illustrating intermediary results
during the reallocation process; and

FIG. 21 is a process flow diagram illustrating a sequence
of activities for performing data reallocation.

Like reference symbols in the various drawings indicate
like elements.

DETAILED DESCRIPTION

FIG. 1 shows an example of a system 100 in which a
computing system 115, can include one or more program-
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4

mable processors that can be collocated, linked over one or
more networks, etc., executes one or more modules, soft-
ware components, or the like of a database 120. The data-
base 120 can include one or more of a database, an enterprise
resource program, a distributed storage system (e.g. NetApp
Filer available from NetApp of Sunnyvale, Calif.), or the
like.

The one or more modules, software components, or the
like can be accessible to local users of the computing system
115 as well as to remote users accessing the computing
system 115 from one or more client machines 110 over a
network connection 105. One or more user interface screens
produced by the one or more first modules can be displayed
to a user, either via a local display or via a display associated
with one of the client machines 110. Data units of the
database 120 can be transiently stored in a persistence layer
125 (e.g. a page buffer or other type of temporary persis-
tency layer), which can write the data, in the form of storage
pages, to one or more storages 140, for example via an
input/output component 135. The one or more storages 140
can include one or more physical storage media or devices
(e.g. hard disk drives, persistent flash memory, random
access memory, optical media, magnetic media, and the like)
configured for writing data for longer term storage. It should
be noted that the storage 140 and the input/output compo-
nent 135 can be included in the computing system 115
despite their being shown as external to the computing
system 115 in FIG. 1.

Data retained at the longer term storage 140 can be
organized in pages, each of which has allocated to it a
defined amount of storage space. In some implementations,
the amount of storage space allocated to each page can be
constant and fixed. However, other implementations in
which the amount of storage space allocated to each page
can vary are also within the scope of the current subject
matter.

The database 120 can include an allocation processing
block 130. The current subject matter describes methods,
systems, and computer program products for performing
allocation within a database using the allocation processing
block 130. Allocation is the process of copying, splitting
and/or disaggregating values obtained from source data into
one or multiple values and storing them in target data. For
example, in order to generate accurate financial statements
broken down to the department level, one can allocate the
cost of rent in an organization by splitting the total rent
across departments, based on how much floor space they
occupy. Organizations can use allocation calculations to
analyze operational data and to provide insight and infor-
mation on performance management, shared services cost-
ing, planning and budgeting cycles, cost reduction initia-
tives, sales and marketing strategies, product mix
simulations, regulatory reporting, and the economic perfor-
mance of organization units.

The current subject matter is not restricted to costs, and
may also be used to allocate values representing e.g. volume,
mass, energy-content, etc. The current subject matter is thus
not restricted to business scenarios related to profitability
and costing, but can also be used in industrial scenarios
requiring resource and material allocation (e.g. in oil and gas
scenarios).

Activity-based costing is a standard methodology in prof-
itability and cost analysis. In activity-based costing, costs
are usually allocated from line items to activities, and then
from activities to cost objects. The current subject matter can
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support activity-based costing, which may include models
where costs are allocated through an arbitrary number of
steps.

FIG. 2 is a diagram illustrating an allocation processing
block 130 that can receive three inputs and can compute an
allocation result 240. The three inputs can include a base
210, a reference 220, and an assignment paths table 230, and
they can provide data to the allocation processing block 130
in the form of input tables or input views. The base 210 can
be the primary or source input table, which the allocation
processing block 130 copies, splits and/or aggregates with
the additional use of the reference table 220 and the assign-
ment paths table 230. The base table 210 can list costs by
line items, which may need to be broken down by the
processing block. The reference table 220 can provide key
relative parameters within an organization that can be used
as weights for allocation, for example activities performed
by different departments, or activities performed to sell
different products, headcount distributed with the organiza-
tion, or resource consumption in different builds. These
weights can be called drivers, and are used to breakdown
according to the driver proportions the parameters that may
require allocation from the base table 210. When there are
more than one driver, the assignment paths table 230 can be
used to facilitate the allocation. The reference table 220 can
contain additional parameters that can be used when the
assignment paths are evaluated. The assignment paths table
230 can be a set of rules that the allocation processing block
130 applies to the base table 210 and the reference table 220,
in order to know which parameters to choose for the
classifying, copying, splitting, and/or disaggregating activi-
ties that it performs. For example, rent costs for the year to
date can be allocated to warehouses B and C, and they can
be distributed according to the square footage measurement
of the respective warehouses.

In an example embodiment, allocation models can be
created to determine how costs are apportioned across an
organization. The basic building block of an allocation
model is the allocation processing block 130.

FIG. 3 is a diagram illustrating an example of a sequence
of activities within the allocation processing block 130. This
example illustrates how the allocation processing block 130
can differentiate between data requiring disaggregation, and
data not requiring disaggregation. In the cases where data
may not require disaggregation, the entire allocation value
can be assigned to a specific allocation object. The allocation
processing block 130 can receive data from the base table
210, then can copy this data, and split the data based on rules
from the assignment paths table 230. The splitting activity
can yield two paths, namely a disaggregation path 350, and
a direct assignment path 360. In the disaggregation path 350
the rules from the assignment path table can be applied to the
data requiring allocation, as shown by the lookup activity,
and then the data can be disaggregated. In the direct assign-
ment path 360, the data from the base table 210 can be
copied and combined with the disaggregated data. The
combined data results can then be fed into the results table
240.

The base table 210, reference table 220, allocation paths
table 230 and results table 240 can include parameters of
different data types, which can include allocation objects,
dimensions, values, and drivers, as defined below.

Allocation Object (AO)—An allocation object represents
a business entity to which values can be allocated. For
example, line items, activities, and cost objects. In alloca-
tion, the source and target objects are called allocation
objects.
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Allocation value (VAL )—An allocation value is the actual
numeric value to be allocated. For example, in the example
about rent, the source allocation object is the Rent item, and
the allocation value is the numeric value of the rent, say
$10,000. The allocation value is usually a cost, but it can
also be revenue, or other value parameters.

Dimension or other dimension (OD)—A dimension is a
collection of related data members that represent an aspect
of a business, such as products, accounts, or currency.
Dimensions can be allocation objects or other dimensions.
Whereas an allocation object represents a business entity to
which a value can be allocated, an other dimension (OD) is
a dimension by which the allocated value should be ana-
lyzed, but which is not considered as an allocation object in
that it does not represent an entity that carries costs, for
example time. Other dimensions are hierarchical attributes
that are used to specity allocation objects in more detail.

Driver (DRV)—A driver is a measure used to split an
allocation value across allocation objects. It is a ratio used
as a weighted distribution to apply for the disaggregation of
data. For example, if the total cost of rent for an organization
was apportioned to departments according to how much
floor space they occupy, the driver in this case would be the
square meters measurement of the different departments
relative to each other.

The above-defined parameter types can be stored in
corresponding columns types. As shown in FIG. 3, the base
table 210, reference table 220, assignment path table 230,
and results table 240 can include columns AO1, OD, VAL,
AO2, DRV to store the corresponding allocation object,
other dimension, value, and driver parameters. It is under-
stood that the list columns are provided as an example, and
that the list is not limited to the number, or type of columns
described.

It is understood that described subject manner can be
intended for flexible design thereby allowing for an arbitrary
number of Allocation Objects (AO) columns, Other Dimen-
sion (OD) columns or drivers, and that the data types
described can span over many different industries.

FIG. 4 is a diagram illustrating the allocation processing
block used twice to further disaggregate an allocation value
by other allocation object parameters. The first instance of
the allocation processing block 430 can receive an allocation
value associated with an allocation object AO1. Using a
driver and a second allocation object AO2 (provided by a
reference table) and rules (provided by an assignment paths
table), the value associated with AO1 can be disaggregated,
generating a results table with the AO1, AO2, the disaggre-
gated values and the driver. The second instance of the
allocation processing block 435 can reuse the results from
the prior step as an input driver, along with additional two
additional allocation objects AO3 and AO4. The initial
allocation value that was associated with the allocation
object AO1 can be further disaggregated based on the new
driver and allocation objects AO3 and AO4. This macro-
view illustrates an ordered sequence of steps where an
allocation processing block can be implemented as a black
box, where each level can add one or more allocation object
dimensions. This example requires that an additional allo-
cation object dimension can be provided, and that a new
reference table can be provided within the sequence. It is
noted that data that can be directly assigned, hence not
requiring disaggregation can optionally skip direct assign-
ment steps within a sequence of allocation processing block
activities, and can be directly assigned to a final results table
at the end of the sequence described.
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FIG. 5 is a diagram illustrating a base/result table 510, a
reference table 520, and an allocation paths table 530. The
base/result table 510 can include the Allocation Object
(AO), Other Dimension (OD) and Allocation value (VAL)
column types. The allocation value can be the primary input
for the allocation process, and it can be split by allocation
objects and other dimensions. All subsequent allocation
steps can use the results of the previous step as base data or
reference data. A base table can contain the values to be
allocated (usually costs) listed by the objects to which they
already have been allocated and possibly by other dimen-
sions. For example, the base table 510 with costs broken
down by line items “travel” and “salaries.” The parameters
in the other dimensions column are hierarchical attributes
that can be used to specify allocation objects in more detail.
They should be kept in the final results table for reporting.

The reference table 520 can include Driver Name, and
Driver Value columns as weights to be used for allocation.
Reference table 520 can also include one or more Allocation
Object (AO) columns, and may optionally include Other
Dimension (OD) columns. The driver values in the Driver
Value columns are split across, and using the values con-
tained in the Allocation Object (AO) columns and Other
Dimension (OD) columns. The driver name column in this
example contains the “head count” parameter, and the driver
value column contains the numeric value used as a weight.
The reference table 520 can be used as an input for the
allocation process, and the values of all relevant drivers can
be used as weights for allocating the allocation values (e.g.
costs), listed by various dimensions.

The assignment paths table 530 is an ordered list of
“rules” specifying, based on a given combination of dimen-
sion values (the condition), which driver to choose to
disaggregate to which AOs, or to which AOs to directly
assign to the results table, or optionally which OD assign-
ments to change. The assignment paths table 530 can include
one or more condition columns defining dimensions, shown
as a source allocation object (SAO) and a source other
dimension (SOD) column. The assignment paths table 530
can also include a driver name column, one or more target
allocation object columns (TAO), and zero or more target
other dimension columns (TOD).

Source columns can refer to where the AO or OD values
come from, and can contain these values before an allocation
activity is performed. For example source columns can
contain the dimension values in the base table, and the
condition values in the assignment paths table. Target col-
umns refer to AO or OD values where the costs can go after
an allocation activity is performed. For example, target
columns can contain the dimension values in the reference
table and the implication values in the assignment paths
table.

NULL values in source and target columns of the alloca-
tion paths table 530 can act like wildcards, meaning that any
value could be considered in the NULL fields. Contrarily, a
NULL in the driver name column means that a driver should
not be used, and that the data in the record should be directly
assigned one single dimension combination, and does not
require any allocation or driver-based disaggregation, as was
described with reference to paths 350 and 360 in FIG. 3.

FIG. 6 is a diagram illustrating a tree approach for
interpreting assignment path rules, especially how to handle
NULL values in the assignment path table. Understanding
this approach is necessary for understanding the sequence of
steps and substeps that the allocation processing block 130
can implement in performing allocation, as will be described
in FIGS. 7-16. Assignment path table 610 contains NULL
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values in the SAO, SOD, and driver name columns. The tree
diagram shows the four potential paths due to the NULL
values in assignment path table 610. However, an additional
rule dictates that within each level, matches with specific
values can override wildcard matches. Hence, the wildcard
can apply only to values that have not already been
accounted for by a unique match. Following this rule, as
illustrated in this example, path 620 is the correct path, since
it is the path with the most unique matches defined.

FIG. 7 is a process flow diagram illustrating a sequence of
steps (e.g. implemented as relational database operations
like JOIN, UNION, vendor-specific extended operations
etc.) that can be performed by the allocation processing
block 130. FIG. 8 is a process flow diagram similar to FIG.
7, with an adapted performance motivated step. FIG. 9 is a
diagram illustrating an example of the results of the alloca-
tion process that can be implemented on data populated
base, resource, assignment paths and results tables. Note that
Assignment paths table in FIG. 9 includes the Target AO
Product, and the Target AO Customer tables, even though
they are shown as separate tables. This illustrates that the
assignment paths table can include multiple target allocation
objects. In a single allocation step, values can be split to a
single target AO or to multiple target AOs. FIGS. 10-15 are
diagrams, each illustrating a step or sub-step of FIG. 7 to
achieve the result shown in FIG. 9, performed by the
allocation processing block 130.

Referring to FIG. 7, the allocation processing block 130
can receive base table 210, reference table 220, and assign-
ment path table 230. Note that the assignment path table 230
may include a separate path target table. The assignment
paths table 230 can be applied to the base table 210 and can
generate and intermediary base table 710. FIG. 10 illustrates
this step with data populated tables. The assignment paths
table can be joined to the base table on all condition
columns, and adds the Path ID and Driver Name columns.
This join takes into account wildcard-semantic of NULL as
previously described. Therefore, path 3 overrides path 2,
because path 3 is more specific. The NULL value in the
Driver Name column of the intermediary 710 identifies the
data records that should be directly assigned to the results
table, without need for disaggregation.

Referring back to FIG. 7, the allocation processing block
130 can use the NULL value to split the data from the base
table 210 accordingly into data requiring disaggregation
350, and data requiring to be directly assigned 360. The
allocation processing block 130 can direct the data requiring
direct assignment 360 to the results table via a first inter-
mediary results table 740. FIG. 11 illustrates this step with
data populated tables. For all target Allocation Object col-
umns of the assignment paths table, the allocation process-
ing block 130 can join the target AO (one per base row) to
those rows of the extended base table that have no driver
name specified, but instead have “NULL” specified. Essen-
tially copying the all records that contain the “NULL” driver
name directly to the results table.

Referring back to FIG. 7, the allocation processing block
130 can apply assignment paths table 230 to reference table
220, and can generate intermediary reference table 720. FIG.
12 illustrates this step with data populated tables. The
allocation processing block 130 can join the assignment
paths table 230 to the reference table 220 on all condition
columns and on the driver name, and can add the Path ID.
This step can effectively filter out unneeded AO-OD-Driver
combinations. The join is a path-join, which means that it
can take into account the wildcard-semantic of NULL values
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as previously discussed. Therefore, path id 3 overrides path
id 2, because path id 3 is more specific.

Referring back to FIG. 7, the allocation processing block
130 can further apply assignment paths table 230 to refer-
ence table 220, and can generate a filtered reference table
725. FIG. 13 illustrates this step with data populated tables.
Note that the Target AO Product table 1330 and the Target
AO Customer table 1335 are a part of the assignment paths
table (not shown), even though they are shown as separate
tables. The allocation processing block 130 can filter out
driver values that belong to target AOs which the rules
identify should not be disaggregated. This step can effec-
tively be performed by joining the target AO tables 1330 and
1335 of the assignment paths to the reference table 725,
based on the target AO and the Path ID columns. For
example, the Target AO Customer table 1335 does not
contain a path ID of value 2 with Customer VW, therefore
the last line of the intermediary reference table 725 can be
filtered out. As discussed above, during the join, the wild-
card-semantic of NULL can be taken into account, and the
more unique path 3 overrides the less unique path 2.

Referring back to FIG. 7, the allocation processing block
130 can disaggregate the data requiring allocation, using the
filtered reference table 725. The disaggregated results can be
placed in a second intermediary results table 745. FIG. 14
illustrates this step of generating a second intermediary
results table 745, with data populated tables. The allocation
processing block 130 can disaggregate the allocation value
from the intermediary base table 710, using the driver values
from the filtered reference table 725. The driver values can
provide the weights, or the proportions/ratios into which the
allocation processing block 130 can disaggregate the allo-
cation value.

Referring back to FIG. 7, the allocation processing block
130 can combine the disaggregated data from the second
intermediary results table 745, with the directly assigned
data from the first intermediary results table 740, and can
generate a results table 240. FIG. 15 illustrates this step with
data populated tables. The allocation processing block 130
can perform a union of the disaggregated results and the
directly assigned results, forming the results table 240. The
results table produced can include the allocated values,
(potentially) all allocation objects—both source and target,
any other dimensions, as well as the drivers.

Referring to FIG. 8, the allocation processing block 130
can optionally improve performance by joining, 810, the
intermediary base table 710 with the reference table 220.
This is an alternative method of applying the rules from the
assignment path table 230 to the reference table 220, and is
technically feasible because the intermediary base table 710
contains the same information, but already filtered and
without wildcards, which is better for performance.

The join logic, as described in individual examples, can
be summarized in the following manner. In general, two
dimension columns types can be used as join attributes,
specifically if they refer to the same dimension, or they have
the same role in their table (e.g. both refer to the allocation
source). In the base table, all dimensions can be considered
to be source dimensions. In the assignment paths table,
condition tables are generally source dimension columns
and implications columns are generally target dimension
columns. If a dimension only appears as a condition, then it
can be considered to be both in source and target role
(because in that case the assignment to this AO and OD does
not change). In the reference table, dimensions are target
dimension columns.
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FIG. 16 is a process flow diagram 1600 in which, at 1610
the allocation processing block can receive a base table, a
reference table, and an assignment path table. Subsequently,
at 1620, the allocation processing block can apply rules from
the assignment path table to the base table, and can split data
from the base table into direct assignment data and data
requiring allocation. Subsequently, at 1630, the allocation
processing block can apply the assignment path rules to the
reference table and can generate a filtered reference table.
Subsequently, at 1640, the allocation processing block can
disaggregate the data requiring allocation using the filtered
reference table. Subsequently, at 1650, the allocation pro-
cessing block can generate a results table by combining the
disaggregated data with the directly assigned data.

FIG. 17 is a diagram 1700 illustrating a reallocation
processing module 1708 that receives inputs and computes
a reallocation result 1740. Reallocation can use a variation
of the allocation processing block described in FIG. 2.
Reallocation does not break down the allocation value to
new target allocation objects as in allocation, but rather it
can redistribute costs, or other values, between allocation
objects that the cost has already been assigned to. A typical
example for reallocation can be the redistribution of indirect
costs assigned to a service department to other (productive)
departments.

The reallocation module 1708 can receive base table
1710, reference table 1720, and assignment paths tables
1730 and 1732. It is understood that a different number of
assignment paths can be used in other implementations, for
example assignment paths tables 1734 is shown as optional.
A user can provide any number of assignment path tables.
The reallocation module 1708 can use the received tables to
reallocate data values originating from the base table
between data objects as defined by the reference table and
the rules of the assignment paths tables. Results table 1740
can then be generated containing the reallocated values in
the existing data objects.

The reallocation module 1708 can contain a reallocation
processing block 1706, which the reallocation module 1708
can use in one iteration, or in as many iterations 1707 as is
required, in order to reach the desired reallocation results.
The reallocation module 1708 can provide the input tables
that it received to the reallocation processing block 1706, in
order for the reallocation processing block 1706 to perform
each iteration. The same reference table 1720, and the
assignment paths tables 1730 and 1732 can be provided to
the reallocation processing block 1706 in each iteration,
while the result table 1740 from a previous iteration can be
fed back to the reallocation processing block 1706, instead
of the base table 1710. The number of iterations to be
performed can be determined manually by a user, or auto-
matically by requiring the iterations to continue until a
reallocated value reaches, or surpasses a threshold value.

FIG. 18 is a diagram 1800 illustrating the reallocation
processing module 1708 of FIG. 17 performing three itera-
tions of reallocation processing block labeled 1706 A, 17068
and 1706C, respectively. Each reallocation processing block
iteration can include at least one reallocation processing
sub-block 1830, which is a variation of an allocation pro-
cessing block 130 from FIG. 2, and can be considered as a
black box receiving input tables. Different from allocation
steps described earlier, the reallocation processing sub-block
works with reference and assignment path tables, in which
the target allocation object(s) are already present in the base
table (e.g. activity). The reallocation processing sub-blocks
share the same reference table and the same assignment path
table format. Since reallocation processing sub-block 1830
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can receive one assignment paths table 1730, applying the
rules from a second or more assignment paths tables 1732,
requires having a second or more correspondingly realloca-
tion processing sub-blocks 1830. Therefore, the number of
reallocation processing sub-blocks 1830 can be automati-
cally inferred from the number of assignment path tables
received.

FIG. 19 is a diagram 1900 illustrating an example of the
reallocation process. A, B, C and D can be allocation objects
as described in FIG. 2. Department A can be an IT depart-
ment providing services to departments B, C, and D. Depart-
ment D can be a human resource department providing
services to departments A, B, and C. The goal is for the costs
from both service departments, A and D, to be completely
reallocated to the production departments, B and C. There-
fore, the desired reallocation result can be to distribute the
costs such that there will be zero costs, or below a threshold
value remaining in the A and D service departments. A first
allocation path table can define the rule stating that costs
from A can be reallocated to B, C, and D, and can be
implemented by reallocation processing sub-block 1. Simi-
larly, a second allocation paths table can define the rule
stating that costs from D can be reallocated to A, B, and C,
and can be implemented by reallocation processing sub-
block 2. As can be seen in the displayed example, assign-
ment paths in a reallocation typically contain cycles. They
cannot be evaluated all simultaneously, as the result depends
on the order of evaluation. Hence, they are separated into
different assignment path tables evaluated by different real-
location processing sub-blocks in a sequential manner.

FIG. 20 is a diagram 2000 illustrating intermediary results
during the reallocation process. The initial costs in depart-
ments A, B, C and D are shown in the initial situation table
2010. A first iteration 2020 of the reallocation processing
block is shown to contain the processing of a first sub-block
2022, and second sub-block 2024. The first sub-block 2022
can evenly distribute costs of A to B, C, and D. Then the
second sub-block 2024 can evenly distribute costs of D to A,
B, and C.

At the end of processing the first iteration 2020, A, in table
2024 still has a cost of 133. In this case the threshold value
is 2, so at least another iteration 2030 is required. In a similar
manner to the previous iteration, the second iteration 2030
can include for processing a first sub-block 2032, and second
sub-block 2034.

In this way, the costs of A and D can be reduced over and
over. The process can continue until all costs from A and D
are completely reallocated, meaning that a certain accept-
able threshold is deceeded. The threshold can be a security
guard to avoid running through an endless loop. Alterna-
tively, the number of iterations of running the reallocation
processing block can be set manually.

At the end of processing the second iteration 2030, A, in
table 2034 still has a cost of 15, which is higher than the
threshold value of 2. Therefore, at least another iteration
2040 can be required. In a similar manner to the previous
iteration, the third iteration 2040 can include for processing
a first sub-block 2042, and second sub-block 2044. Follow-
ing the processing of sub-block 2044, A has a remaining cost
of 2. Since the defined threshold is 2 the process can be
stopped after three iterations, and the reallocation module
can provide the output of the third iteration 2040, as the final
result.

It is understood that the example provided is only one
example of reallocation, and that in other examples, any
number of allocation objects can reallocate values to any
number of allocation objects.
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In some implementations, reallocation can follow an
allocation. In such cases the reference table from the pre-
vious allocation process can be used for reallocation as well.

FIG. 21 is a process flow diagram 2100 in which, at 2110
the reallocation processing block can receive a base table, a
reference table, and at least on assignment path table.
Subsequently, at 2120, the reallocation processing block can
apply rules from the at least one assignment path table to the
base table and the reference table by reallocating values
between at least two existing data objects. Subsequently, at
2130, the reallocation processing block can generate a
results table with the reallocated values in the at least two
existing data objects. Optionally, the reallocation processing
block can perform the above described steps for each
assignment path table with a different reallocation process-
ing sub-block instance. Subsequently, at 2140, the realloca-
tion processing block can compare a reallocated value with
a threshold value to determine the need for an iteration.

To increase the performance of the allocation algorithm,
the operations in allocation can be performed close to the
data and in-memory (as part of an in-memory database
platform). In one implementation, allocations can be
executed by running operations within, for example, the
EPM platform of the SAP HANA database platform.

One or more aspects or features of the subject matter
described herein may be realized in digital electronic cir-
cuitry, integrated circuitry, specially designed ASICs (appli-
cation specific integrated circuits), computer hardware,
firmware, software, and/or combinations thereof. These
various implementations may include implementation in one
or more computer programs that are executable and/or
interpretable on a programmable system including at least
one programmable processor, which may be special or
general purpose, coupled to receive data and instructions
from, and to transmit data and instructions to, a storage
system, at least one input device (e.g., mouse, touch screen,
etc.), and at least one output device.

These computer programs, which can also be referred to
as programs, software, software applications, applications,
components, or code, include machine instructions for a
programmable processor, and can be implemented in a
high-level procedural language, an object-oriented program-
ming language, a functional programming language, a logi-
cal programming language, and/or in assembly/machine
language. As used herein, the term “machine-readable
medium” (sometimes referred to as a computer program
product) refers to physically embodied apparatus and/or
device, such as for example magnetic discs, optical disks,
memory, and Programmable Logic Devices (PLDs), used to
provide machine instructions and/or data to a programmable
data processor, including a machine-readable medium that
receives machine instructions as a machine-readable signal.
The term “machine-readable signal” refers to any signal
used to provide machine instructions and/or data to a pro-
grammable data processor. The machine-readable medium
can store such machine instructions non-transitorily, such as
for example as would a non-transient solid state memory or
a magnetic hard drive or any equivalent storage medium.
The machine-readable medium can alternatively or addition-
ally store such machine instructions in a transient manner,
such as for example as would a processor cache or other
random access memory associated with one or more physi-
cal processor cores.

To provide for interaction with a user, the subject matter
described herein can be implemented on a computer having
a display device, such as for example a cathode ray tube
(CRT) or a liquid crystal display (LCD) monitor for dis-
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playing information to the user and a keyboard and a
pointing device, such as for example a mouse or a trackball,
by which the user may provide input to the computer. Other
kinds of devices can be used to provide for interaction with
a user as well. For example, feedback provided to the user
can be any form of sensory feedback, such as for example
visual feedback, auditory feedback, or tactile feedback; and
input from the user may be received in any form, including,
but not limited to, acoustic, speech, or tactile input. Other
possible input devices include, but are not limited to, touch
screens or other touch-sensitive devices such as single or
multi-point resistive or capacitive trackpads, voice recogni-
tion hardware and software, optical scanners, optical point-
ers, digital image capture devices and associated interpre-
tation software, and the like.

The subject matter described herein may be implemented
in a computing system that includes a back-end component
(e.g., as a data server), or that includes a middleware
component (e.g., an application server), or that includes a
front-end component (e.g., a client computer having a
graphical user interface or a Web browser through which a
user may interact with an implementation of the subject
matter described herein), or any combination of such back-
end, middleware, or front-end components. The components
of'the system may be interconnected by any form or medium
of digital data communication (e.g., a communication net-
work). Examples of communication networks include a
local area network (“LAN”), a wide area network (“WAN™),
and the Internet.

The computing system may include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

The subject matter described herein can be embodied in
systems, apparatus, methods, and/or articles depending on
the desired configuration. The implementations set forth in
the foregoing description do not represent all implementa-
tions consistent with the subject matter described herein.
Instead, they are merely some examples consistent with
aspects related to the described subject matter. Although a
few variations have been described in detail above, other
modifications or additions are possible. In particular, further
features and/or variations can be provided in addition to
those set forth herein. For example, the implementations
described above can be directed to various combinations and
subcombinations of the disclosed features and/or combina-
tions and subcombinations of several further features dis-
closed above. In addition, the logic flow(s) depicted in the
accompanying figures and/or described herein do not nec-
essarily require the particular order shown, or sequential
order, to achieve desirable results. Other implementations
may be within the scope of the following claims.

What is claimed is:

1. A method for implementation by one or more data
processors forming part of at least one computing system,
the method comprising:

receiving, by a re-allocation processing block, a base

table, a reference table, and at least one assignment
path table;
applying rules from the at least one assignment path table
to the base table and the reference table by re-allocating
values between at least two existing data objects;

generating a results table with the re-allocated values in
the at least two existing data objects; and
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iterating the generation of the results table to reach a
desired re-allocation result, the iterating comprising
one or more iterations, each iteration of the one or more
iterations comprising:

re-applying the rules from the at least one assignment path
table to the generated results table and the reference
table by newly re-allocating values between the at least
two existing data objects, and re-generating the results
table with the new re-allocated values in the at least two
existing data objects;

wherein at least one of the receiving, applying, generat-
ing, or iterating is implemented by at least one data
processor.

2. The method as in claim 1, wherein the re-allocation
processing block further comprises at least one re-allocation
processing sub-block.

3. The method as in claim 2, further comprising:

providing, by the re-allocation processing block to a first
re-allocation processing sub-block, the base table, the
reference table, and a first assignment path table;

wherein the first re-allocation processing sub-block per-
forms the applying rules, and the generating the results
table, using the base table, the first assignment path
table, and the reference table; and

wherein the providing is implemented by at least one data
processor.

4. The method as in claim 3, further comprising:

providing, by the re-allocation processing block to a
subsequent re-allocation processing sub-block, the
results table generated by a previous re-allocation pro-
cessing sub-block, the reference table, and a subsequent
assignment path table;

wherein the subsequent re-allocation processing sub-
block performs the applying the rules, and the gener-
ating the results table, using the results table generated
by the previous re-allocation processing sub-block
instead of the base table, the subsequent assignment
path table, and the reference table; and

wherein the providing is implemented by at least one data
processor.

5. The method as in claim 1, wherein the iterating
comprises comparing the re-allocated values or the new
re-allocated values with a threshold value.

6. The method as in claim 1, the operations further
comprising:

receiving user-generated input defining the number of
iterations to perform.

7. A non-transitory computer program product storing
instructions which, when executed by at least one data
processor forming part of at least one computing system,
result in operations comprising:

receiving, by a re-allocation processing block, a base
table, a reference table, and at least one assignment
path table;

applying rules from the at least one assignment path table
to the base table and the reference table by re-allocating
values between at least two existing data objects;

generating a results table with the re-allocated values in
the at least two existing data objects; and

iterating the generation of the results table to reach a desired
re-allocation result, the iterating comprising one or more
iterations, each iteration of the one or more iterations
comprising:

re-applying the rules from the at least one assignment path
table to the results table and the reference table by
newly re-allocating values between the at least two
existing data objects, and
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re-generating the results table with the new re-allocated
values in the at least two existing data objects;

wherein at least one of the receiving, applying, generat-
ing, or iterating is implemented by at least one data
processor.
8. The non-transitory computer program product as in
claim 7, wherein the re-allocation processing block further
comprises at least one re-allocation processing sub-block.
9. The non-transitory computer program product as in
claim 8, the operations further comprising:
providing, by the re-allocation processing block to a first
re-allocation processing sub-block, the base table, the
reference table, and a first assignment path table;

wherein the first re-allocation processing sub-block per-
forms the applying rules, and the generating the results
table, using the base table, the first assignment path
table, and the reference table; and

wherein the providing is implemented by at least one data

processor.

10. The non-transitory computer program product as in
claim 9, the operations further comprising:

providing, by the re-allocation processing block to a

subsequent re-allocation processing sub-block, the
results table generated by a previous re-allocation pro-
cessing sub-block, the reference table, and a subsequent
assignment path table;

wherein the subsequent re-allocation processing sub-

block performs the applying the rules, and the gener-
ating the results table, using the results table generated
by the previous re-allocation processing sub-block
instead of the base table, the subsequent assignment
path table, and the reference table; and

wherein the providing is implemented by at least one data

processor.

11. The non-transitory computer program product as in
claim 7, wherein the iterating comprises comparing the
re-allocated values or the new re-allocated values with a
threshold value.

12. The non-transitory computer program product as in
claim 7, the operations further comprising:

receiving user-generated input defining the number of

iterations to perform.

13. A system comprising:

at least one data processor; and

memory storing instructions which, when executed by the

at least one data processor, result in operations com-
prising:

receiving, by a re-allocation processing block, a base

table, a reference table, and at least one assignment
path table;
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applying rules from the at least one assignment path table
to the base table and the reference table by re-allocating
values between at least two existing data objects;
generating a results table with the re-allocated values in
the at least two existing data objects; and
iterating the generation of the results table to reach a desired
re-allocation result, the iterating comprising one or more
iterations, each iteration of the one or more iterations
comprising:
re-applying the rules from the at least one assignment path
table to the results table and the reference table by
newly re-allocating values between the at least two
existing data objects, and re-generating the results table
with the new re-allocated values in the at least two
existing data objects;
wherein at least one of the receiving, applying, generating,
or iterating is implemented by at least one data processor.
14. The system as in claim 13, wherein the re-allocation
processing block further comprises at least one re-allocation
processing sub-block.
15. The system as in claim 14, further comprising:
providing, by the re-allocation processing block to a first
re-allocation processing sub-block, the base table, the
reference table, and a first assignment path table;
wherein the first re-allocation processing sub-block per-
forms the applying rules, and the generating the results
table, using the base table, the first assignment path
table, and the reference table; and
wherein the providing is implemented by at least one data
processor.
16. The system as in claim 15, further comprising:
providing, by the re-allocation processing block to a
subsequent re-allocation processing sub-block, the
results table generated by a previous re-allocation pro-
cessing sub-block, the reference table, and a subsequent
assignment path table;
wherein the subsequent re-allocation processing sub-
block performs the applying the rules, and the gener-
ating the results table, using the results table generated
by the previous re-allocation processing sub-block
instead of the base table, the subsequent assignment
path table, and the reference table; and
wherein the providing is implemented by at least one data
processor.
17. The system as in claim 13, the operations further
comprising:
comparing the re-allocated values or the new re-allocated
values with a threshold value; and
receiving user-generated input defining the number of
iterations to perform.
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