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TECHNIQUES FOR AUTOMATED
EVALUATION AND MOVEMENT OF DATA
BETWEEN STORAGE TIERS FOR THIN
DEVICES

BACKGROUND

1. Technical Field

This application generally relates to data storage, and more
particularly to techniques used in connection with data stor-
age configuration.

2. Description of Related Art

Computer systems may include different resources used by
one or more host processors. Resources and host processors
in a computer system may be interconnected by one or more
communication connections. These resources may include,
for example, data storage devices such as those included in
the data storage systems manufactured by EMC Corporation.
These data storage systems may be coupled to one or more
host processors and provide storage services to each host
processor. Multiple data storage systems from one or more
different vendors may be connected and may provide com-
mon data storage for one or more host processors in a com-
puter system.

A host processor may perform a variety of data processing
tasks and operations using the data storage system. For
example, a host processor may perform basic system [/O
operations in connection with data requests, such as data read
and write operations.

Host processor systems may store and retrieve data using a
storage device containing a plurality of host interface units,
disk drives, and disk interface units. Such storage devices are
provided, for example, by EMC Corporation of Hopkinton,
Mass. The host systems access the storage device through a
plurality of channels provided therewith. Host systems pro-
vide data and access control information through the channels
to the storage device and storage device provides data to the
host systems also through the channels. The host systems do
not address the disk drives of the storage device directly, but
rather, access what appears to the host systems as a plurality
of logical disk units, logical devices, or logical volumes
(LVs). The logical disk units may or may not correspond to
the actual disk drives. Allowing multiple host systems to
access the single storage device unit allows the host systems
to share data stored therein.

In connection with data storage, a variety of different tech-
nologies may be used. Data may be stored, for example, on
different types of disk devices and/or flash memory devices.
The data storage environment may define multiple storage
tiers in which each tier includes physical devices or drives of
varying technologies, performance characteristics, and the
like. The physical devices of a data storage system, such as a
data storage array, may be used to store data for multiple
applications.

SUMMARY OF THE INVENTION

In accordance with one aspect of the invention is a method
for evaluating data movement alternatives comprising receiv-
ing a set of criteria including capacity limits and performance
limits, said performance limits including a plurality of sets of
performance limits, each of said plurality of sets specifying a
plurality of performance limits for a plurality of storage tiers;
performing first processing to evaluate a plurality of alterna-
tives for use in data movement with respect to a set of logical
devices having data stored on a set of physical storage
devices, each of said plurality of alternatives including a
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2

different set of data movement criteria comprising said capac-
ity limits and a different one of said plurality of sets of
performance limits, said set of physical storage devices com-
prising at least a first physical device of one of said plurality
of'storage tiers and a second physical device of another one of
said plurality of storage tiers; and selecting one of said plu-
rality of sets of performance limits in accordance with said
first processing. Each of the plurality of storage tiers may
include storage devices having any of different technology
and different performance characteristics than other storage
devices included in others of said plurality of storage tiers.
The plurality of storage tiers may include three storage tiers,
a first storage tier being a highest performing storage tier
including solid state storage devices, a second storage tier
being a middle performing storage tier including disk drives,
and a third storage tier being a lowest performing storage tier
including disk drives. The capacity limits may include a
capacity limit for each of the plurality of storage tiers. The
capacity limits may include a capacity limit for a defined
storage group of said set of logical devices. The first process-
ing may include determining a promotion threshold for each
of said plurality of storage tiers. The first processing may
include determining a demotion threshold for each of said
plurality of storage tiers. The set of logical devices may
include one or more logical devices have data portions of the
one or more logical devices stored on the set of physical
storage devices. The logical devices may include one or more
thin devices, each of said thin devices being a virtually pro-
visioned device. Each of the thin devices may have a logical
address range representing a presented storage capacity of
said each thin device, and wherein at least a portion of said
logical address range may not be mapped to physical storage
indicating that physical storage is not allocated for said por-
tion. The method may be performed in connection with opti-
mization processing to optimize data storage system perfor-
mance. The set of physical storage devices may be used to
store data portions of said set of one or more logical devices
and a second set of one or more logical devices. The set of
logical devices may be defined to allow data movement
between different ones of said physical storage devices and
said second set of logical devices may be defined to not allow
data movement between different ones of said physical stor-
age devices. The method may include determining a perfor-
mance baseline for said second set of logical devices, said
performance baseline being defined as a measurement of
workload of said second set of logical devices that is directed
to said set of physical storage devices. Each of the plurality of
sets of performance limits may include any one or more of a
response time limit and a utilization limit for each of said
plurality of storage tiers. The first processing may include
performance modeling for each of said plurality of alterna-
tives and determining an average response time for said set of
physical devices. The first processing may include evaluating
afirst of said plurality of alternatives and proceeding to evalu-
ate a second of said plurality of alternatives if said capacity
limits have not been exceeded. Evaluation of the second alter-
natives may be performed if modeling of said first alternative
indicates that said first alternative is determined to improve
performance with respect to said set of physical devices by a
threshold amount.

In accordance with another aspect of the invention is a
computer readable medium comprising code stored thereon
for evaluating data movement alternatives, the computer
readable medium comprising code stored thereon for: receiv-
ing a set of criteria including capacity limits and performance
limits, said performance limits including a plurality of sets of
performance limits, each of said plurality of sets specifying a
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plurality of performance limits for a plurality of storage tiers;
performing first processing to evaluate a plurality of alterna-
tives for use in data movement with respect to a set of logical
devices having data stored on a set of physical storage
devices, each of said plurality of alternatives including a
different set of data movement criteria comprising said capac-
ity limits and a different one of said plurality of sets of
performance limits, said set of physical storage devices com-
prising at least a first physical device of one of said plurality
of'storage tiers and a second physical device of another one of
said plurality of storage tiers; and selecting one of said plu-
rality of sets of performance limits in accordance with said
first processing. Each of the plurality of storage tiers may
include storage devices having any of different technology
and different performance characteristics than other storage
devices included in others of said plurality of storage tiers.
The plurality of storage tiers may include three storage tiers,
a first storage tier being a highest performing storage tier
including solid state storage devices, a second storage tier
being a middle performing storage tier including disk drives,
and a third storage tier being a lowest performing storage tier
including disk drives.

BRIEF DESCRIPTION OF THE DRAWINGS

Features and advantages of the present invention will
become more apparent from the following detailed descrip-
tion of exemplary embodiments thereof taken in conjunction
with the accompanying drawings in which:

FIG. 1 is an example of an embodiment of a system that
may utilize the techniques described herein;

FIG. 2 is a representation of the logical internal communi-
cations between the directors and memory included in one
embodiment of a data storage system of FIG. 1;

FIG. 3 is an example representing components that may be
included in a service processor in an embodiment in accor-
dance with techniques herein;

FIGS. 4, 5A and 5B are examples illustrating a data storage
system, such as data storage array, including a plurality of
storage tiers in an embodiment in accordance with techniques
herein;

FIG. 5C is a schematic diagram illustrating tables that are
used to keep track of device information in connection with
an embodiment of the system described herein;

FIG. 5D is a schematic diagram showing a group element
of'athin device table in connection with an embodiment of the
system described herein;

FIGS. 6 and 7 are examples illustrating a storage group,
allocation policy and associated storage tiers in an embodi-
ment in accordance with techniques herein;

FIGS. 8A and 8B are examples illustrating thin devices and
associated structures that may be used in an embodiment in
accordance with techniques herein;

FIG. 9 is an example illustrating data portions comprising
a thin device’s logical address range;

FIG. 10 is an example of performance information that
may be determined in connection with thin devices in an
embodiment in accordance with techniques herein;

FIG. 11 is a graphical illustration of long term and short
term statistics described herein;

FIGS. 12, 15, 17 and 18 are flowcharts of processing steps
that may be performed in an embodiment in accordance with
techniques herein;
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FIG. 13 is an example of performance curves used to model
device response time in an embodiment in accordance with
techniques herein; and

FIGS. 14 and 16 illustrate histograms that may be used in
threshold selection in accordance with techniques herein.

DETAILED DESCRIPTION OF
EMBODIMENT(S)

Referring to FIG. 1, shown is an example of an embodi-
ment of a system that may be used in connection with per-
forming the techniques described herein. The system 10
includes a data storage system 12 connected to host systems
14a-14n through communication medium 18. In this embodi-
ment of the computer system 10, and the n hosts 14a-147 may
access the data storage system 12, for example, in performing
input/output (I/O) operations or data requests. The commu-
nication medium 18 may be any one or more of a variety of
networks or other type of communication connections as
known to those skilled in the art. The communication medium
18 may be a network connection, bus, and/or other type of
data link, such as a hardwire or other connections known in
the art. For example, the communication medium 18 may be
the Internet, an intranet, network (including a Storage Area
Network (SAN)) or other wireless or other hardwired con-
nection(s) by which the host systems 14a-14n may access and
communicate with the data storage system 12, and may also
communicate with other components included in the system
10.

Each of the host systems 14a-14» and the data storage
system 12 included in the system 10 may be connected to the
communication medium 18 by any one of a variety of con-
nections as may be provided and supported in accordance
with the type of communication medium 18. The processors
included in the host computer systems 14a-14» may be any
one of a variety of proprietary or commercially available
single or multi-processor system, such as an Intel-based pro-
cessor, or other type of commercially available processor able
to support traffic in accordance with each particular embodi-
ment and application.

It should be noted that the particular examples of the hard-
ware and software that may be included in the data storage
system 12 are described herein in more detail, and may vary
with each particular embodiment. Each of the host computers
14a-14n and data storage system may all be located at the
same physical site, or, alternatively, may also be located in
different physical locations. Examples of the communication
medium that may be used to provide the different types of
connections between the host computer systems and the data
storage system of the system 10 may use a variety of different
communication protocols such as SCSI, Fibre Channel,
iSCS], and the like. Some or all of the connections by which
the hosts and data storage system may be connected to the
communication medium may pass through other communi-
cation devices, such as a Connectrix or other switching equip-
ment that may exist such as a phone line, a repeater, a multi-
plexer or even a satellite.

Each of the host computer systems may perform different
types of data operations in accordance with different types of
tasks. In the embodiment of FIG. 1, any one of the host
computers 14a-14n may issue a data request to the data stor-
age system 12 to perform a data operation. For example, an
application executing on one of the host computers 14a-14n
may perform a read or write operation resulting in one or
more data requests to the data storage system 12.

It should be noted that although element 12 is illustrated as
a single data storage system, such as a single data storage
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array, element 12 may also represent, for example, multiple
data storage arrays alone, or in combination with, other data
storage devices, systems, appliances, and/or components
having suitable connectivity, such as in a SAN, in an embodi-
ment using the techniques herein. It should also be noted that
an embodiment may include data storage arrays or other
components from one or more vendors. In subsequent
examples illustrated the techniques herein, reference may be
made to a single data storage array by a vendor, such as by
EMC Corporation of Hopkinton, Mass. However, as will be
appreciated by those skilled in the art, the techniques herein
are applicable for use with other data storage arrays by other
vendors and with other components than as described herein
for purposes of example.

The data storage system 12 may be a data storage array
including a plurality of data storage devices 16a-16n. The
data storage devices 16a-167 may include one or more types
of'data storage devices such as, for example, one or more disk
drives and/or one or more solid state drives (SSDs). An SSD
is a data storage device that uses solid-state memory to store
persistent data. An SSD using SRAM or DRAM, rather than
flash memory, may also be referred to as a RAM drive. SSD
may refer to solid state electronics devices as distinguished
from electromechanical devices, such as hard drives, having
moving parts. Flash devices or flash memory-based SSDs are
one type of SSD that contains no moving parts. As described
in more detail in following paragraphs, the techniques herein
may be used in an embodiment in which one or more of the
devices 16a-16r are flash drives or devices. More generally,
the techniques herein may also be used with any type of SSD
although following paragraphs may make reference to a par-
ticular type such as a flash device or flash memory device.

The data storage array may also include different types of
adapters or directors, such as an HA 21 (host adapter), RA 40
(remote adapter), and/or device interface 23. Each of the
adapters may be implemented using hardware including a
processor with local memory with code stored thereon for
execution in connection with performing different opera-
tions. The HAs may be used to manage communications and
data operations between one or more host systems and the
global memory (GM). In an embodiment, the HA may be a
Fibre Channel Adapter (FA) or other adapter which facilitates
host communication. The HA 21 may be characterized as a
front end component of the data storage system which
receives a request from the host. The data storage array may
include one or more RAs that may be used, for example, to
facilitate communications between data storage arrays. The
data storage array may also include one or more device inter-
faces 23 for facilitating data transfers to/from the data storage
devices 16a-16#n. The data storage interfaces 23 may include
device interface modules, for example, one or more disk
adapters (DAs) (e.g., disk controllers), adapters used to inter-
face with the flash drives, and the like. The DAs may also be
characterized as back end components of the data storage
system which interface with the physical data storage
devices.

One or more internal logical communication paths may
exist between the device interfaces 23, the RAs 40, the HAs
21, and the memory 26. An embodiment, for example, may
use one or more internal busses and/or communication mod-
ules. For example, the global memory portion 256 may be
used to facilitate data transfers and other communications
between the device interfaces, HAs and/or RAs in a data
storage array. In one embodiment, the device interfaces 23
may perform data operations using a cache that may be
included in the global memory 255, for example, when com-
municating with other device interfaces and other compo-
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nents of the data storage array. The other portion 25aq is that
portion of memory that may be used in connection with other
designations that may vary in accordance with each embodi-
ment.

The particular data storage system as described in this
embodiment, or a particular device thereof, such as a disk or
particular aspects ofa flash device, should not be construed as
a limitation. Other types of commercially available data stor-
age systems, as well as processors and hardware controlling
access to these particular devices, may also be included in an
embodiment.

Host systems provide data and access control information
through channels to the storage systems, and the storage
systems may also provide data to the host systems also
through the channels. The host systems do not address the
drives or devices 16a-16n of the storage systems directly, but
rather access to data may be provided to one or more host
systems from what the host systems view as a plurality of
logical devices or logical volumes (LVs). The LVs may or
may not correspond to the actual physical devices or drives
16a-16%. For example, one or more Vs may reside on a
single physical drive or multiple drives. Data in a single data
storage system, such as a single data storage array, may be
accessed by multiple hosts allowing the hosts to share the data
residing therein. The HAs may be used in connection with
communications between a data storage array and a host
system. The RAs may be used in facilitating communications
between two data storage arrays. The DAs may be one type of
device interface used in connection with facilitating data
transfers to/from the associated disk drive(s) and LV (s) resid-
ing thereon. A flash device interface may be another type of
device interface used in connection with facilitating data
transfers to/from the associated flash devices and LV (s) resid-
ing thereon. It should be noted that an embodiment may use
the same or a different device interface for one or more
different types of devices than as described herein.

The device interface, such as a DA, performs /O opera-
tions on a drive 16a-16x. In the following description, data
residing on an LV may be accessed by the device interface
following a data request in connection with I/O operations
that other directors originate. Data may be accessed by LV in
which a single device interface manages data requests in
connection with the different one or more Vs that may reside
on a drive 16a-16%. For example, a device interface may be a
DA that accomplishes the foregoing by creating job records
for the different Vs associated with a particular device.
These different job records may be associated with the dif-
ferent LVs in a data structure stored and managed by each
device interface.

Also shown in FIG. 1 is a service processor 22a that may be
used to manage and monitor the system 12. In one embodi-
ment, the service processor 22a may be used in collecting
performance data, for example, regarding the 1/O perfor-
mance in connection with data storage system 12. This per-
formance data may relate to, for example, performance mea-
surements in connection with a data request as may be made
from the different host computer systems 14a 14n. This per-
formance data may be gathered and stored in a storage area.
Additional detail regarding the service processor 22a is
described in following paragraphs.

It should be noted that a service processor 22a may exist
external to the data storage system 12 and may communicate
with the data storage system 12 using any one of a variety of
communication connections. In one embodiment, the service
processor 22a may communicate with the data storage system
12 through three different connections, a serial port, a parallel
port and using a network interface card, for example, with an
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Ethernet connection. Using the FEthernet connection, for
example, a service processor may communicate directly with
DAs and HAs within the data storage system 12.

Referring to FIG. 2, shown is a representation of the logical
internal communications between the directors and memory
included in a data storage system. Included in FIG. 2 is a
plurality of directors 37a-37r coupled to the memory 26.
Each of the directors 37a-37n represents one of the HAs,
RAs, or device interfaces that may be included in a data
storage system. In an embodiment disclosed herein, there
may be up to sixteen directors coupled to the memory 26.
Other embodiments may allow a maximum number of direc-
tors other than sixteen as just described and the maximum
number may vary with embodiment.

The representation of FIG. 2 also includes an optional
communication module (CM) 38 that provides an alternative
communication path between the directors 37a-37n. Each of
the directors 37a-37r may be coupled to the CM 38 so that
any one of the directors 37a-37r may send a message and/or
datato any other one of the directors 37a-37n without needing
to go through the memory 26. The CM 38 may be imple-
mented using conventional MUX/router technology where a
sending one of the directors 37a-37# provides an appropriate
address to cause a message and/or data to be received by an
intended receiving one of the directors 37a-37x. In addition,
a sending one of the directors 37a-37» may be able to broad-
casta message to all of the other directors 37a-37n at the same
time.

With reference back to FIG. 1, components of the data
storage system may communicate using GM 25b. For
example, in connection with a write operation, an embodi-
ment may first store the data in cache included in a portion of
GM 25b, mark the cache slot including the write operation
data as write pending (WP), and then later destage the WP
data from cache to one of the devices 16a-167. In connection
with returning data to a host from one of the devices as part of
a read operation, the data may be copied from the device by
the appropriate device interface, such as a DA servicing the
device. The device interface may copy the data read into a
cache slot included in GM which is, in turn, communicated to
the appropriate HA in communication with the host.

As described above, the data storage system 12 may be a
data storage array including a plurality of data storage devices
164-16n in which one or more of the devices 16a-16» are
flash memory devices employing one or more different flash
memory technologies. In one embodiment, the data storage
system 12 may be a Symmetrix® DMX™ or VMAX™ data
storage array by EMC Corporation of Hopkinton, Mass. In
the foregoing data storage array, the data storage devices
16a-167 may include a combination of disk devices and flash
devices in which the flash devices may appear as standard
Fibre Channel (FC) drives to the various software tools used
in connection with the data storage array. The flash devices
may be constructed using nonvolatile semiconductor NAND
flash memory. The flash devices may include one or more
SLC (single level cell) devices and/or MLC (multi level cell)
devices.

It should be noted that the techniques herein may be used in
connection with flash devices comprising what may be char-
acterized as enterprise-grade or enterprise-class flash drives
(EFDs) with an expected lifetime (e.g., as measured in an
amount of actual elapsed time such as a number of years,
months, and/or days) based on a number of guaranteed write
cycles, or program cycles, and a rate or frequency at which the
writes are performed. Thus, a flash device may be expected to
have a usage measured in calendar or wall clock elapsed time
based on the amount of time it takes to perform the number of
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guaranteed write cycles. The techniques herein may also be
used with other flash devices, more generally referred to as
non-enterprise class flash devices, which, when performing
writes at a same rate as for enterprise class drives, may have
a lower expected lifetime based on a lower number of guar-
anteed write cycles.

The techniques herein may be generally used in connection
with any type of flash device, or more generally, any SSD
technology. The flash device may be, for example, a flash
device which is a NAND gate flash device, NOR gate flash
device, flash device that uses SL.C or MLC technology, and
the like, as known in the art. In one embodiment, the one or
more flash devices may include MLC flash memory devices
although an embodiment may utilize MLL.C, alone or in com-
bination with, other types of flash memory devices or other
suitable memory and data storage technologies. More gener-
ally, the techniques herein may be used in connection with
other SSD technologies although particular flash memory
technologies may be described herein for purposes of illus-
tration.

An embodiment in accordance with techniques herein may
have one or more defined storage tiers. Each tier may gener-
ally include physical storage devices or drives having one or
more attributes associated with a definition for that tier. For
example, one embodiment may provide a tier definition based
on a set of one or more attributes. The attributes may include
any one or more of' a storage type or storage technology, a type
of data protection, device performance characteristic(s), stor-
age capacity, and the like. The storage type or technology may
specify whether a physical storage device is an SSD drive
(such as a flash drive), a particular type of SSD drive (such
using flash or a form of RAM), a type of magnetic disk or
othernon-SSD drive (such as an FC disk drive, a SATA (Serial
Advanced Technology Attachment) drive), and the like. Data
protection may specify a type or level of data storage protec-
tion such, for example, as a particular RAID level (e.g.,
RAID1, RAID-5 3+1, RAIDS 7+1, and the like). Perfor-
mance characteristics may relate to different performance
aspects of the physical storage devices of a particular type or
technology. For example, there may be multiple types of FC
disk drives based on the RPM characteristics of the FC disk
drives (e.g., 10K RPM FC drives and 15K RPM FC drives)
and FC disk drives having different RPM characteristics may
be included in different storage tiers. Storage capacity may
specify the amount of data, such as in bytes, that may be
stored on the drives. An embodiment may allow a user to
define one or more such storage tiers. For example, an
embodiment in accordance with techniques herein may
define two storage tiers including a first tier of all SSD drives
and a second tier of all non-SSD drives. As another example,
an embodiment in accordance with techniques herein may
define three storage tiers including a first tier of all SSD drives
which are flash drives, a second tier of all FC drives, and a
third tier of all SATA drives. The foregoing are some
examples of tier definitions and other tier definitions may be
specified in accordance with techniques herein.

Referring to FIG. 3, shown is an example 100 of software
that may be included in a service processor such as 22a. It
should be noted that the service processor may be any one of
a variety of commercially available processors, such as an
Intel-based processor, and the like. Although what is
described herein shows details of software that may reside in
the service processor 22a, all or portions of the illustrated
components may also reside elsewhere such as, for example,
on any of the host systems 14a 14n.

Included in the service processor 22a is performance data
monitoring software 134 which gathers performance data
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about the data storage system 12 through the connection 132.
The performance data monitoring software 134 gathers and
stores performance data and forwards this to the optimizer
138 which further stores the data in the performance data file
136. This performance data 136 may also serve as an input to
the optimizer 138 which attempts to enhance the performance
of 1/O operations, such as those 1/O operations associated
with data storage devices 16a-167 of the system 12. The
optimizer 138 may take into consideration various types of
parameters and performance data 136 in an attempt to opti-
mize particular metrics associated with performance of the
data storage system 12. The performance data 136 may be
used by the optimizer to determine metrics described and
used in connection with techniques herein. The optimizer
may access the performance data, for example, collected for
a plurality of LVs when performing a data storage optimiza-
tion. The performance data 136 may be used in determining a
workload for one or more physical devices, logical devices or
volumes (LVs) serving as data devices, thin devices (de-
scribed in more detail elsewhere herein) or other virtually
provisioned devices, portions of thin devices, and the like.
The workload may also be a measurement or level of “how
busy” a device is, for example, in terms of /O operations
(e.g., /O throughput such as number of I/Os/second,
response time (RT), and the like).

The response time for a storage device or volume may be
based on a response time associated with the storage device or
volume for a period of time. The response time may based on
read and write operations directed to the storage device or
volume. Response time represents the amount of time it takes
the storage system to complete an 1/O request (e.g., a read or
write request). Response time may be characterized as includ-
ing two components: service time and wait time. Service time
is the actual amount of time spent servicing or completing an
1/0 request after receiving the request from a host via an HA
21, or after the storage system 12 generates the /O request
internally. The wait time is the amount of time the /O request
spends waiting in line or queue waiting for service (e.g., prior
to executing the 1/O operation).

It should be noted that the operations of read and write with
respect to an LV, thin device, and the like, may be viewed as
read and write requests or commands from the DA 23, con-
troller or other backend physical device interface. Thus, these
are operations may also be characterized as a number of
operations with respect to the physical storage device (e.g.,
number of physical device reads, writes, and the like, based
on physical device accesses). This is in contrast to observing
or counting a number of particular type of /O requests (e.g.,
reads or writes) as issued from the host and received by a front
end component such as an HA 21. To illustrate, a host read
request may not result in a read request or command issued to
the DA if there is a cache hit and the requested data is in cache.
The host read request results in a read request or command
issued to the DA 23 to retrieve data from the physical drive
only if there is a read miss. Furthermore, when writing data of
a received host 1/O request to the physical device, the host
write request may result in multiple reads and/or writes by the
DA 23 in addition to writing out the host or user data of the
request. For example, if the data storage system implements a
RAID data protection technique, such as RAID-5, additional
reads and writes may be performed such as in connection with
writing out additional parity information for the user data.
Thus, observed data gathered to determine workload, such as
observed numbers of reads and writes, may refer to the read
and write requests or commands performed by the DA. Such
read and write commands may correspond, respectively, to
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physical device accesses such as disk reads and writes that
may result from a host /O request received by an HA 21.

The optimizer 138 may perform processing of the tech-
niques herein set forth in following paragraphs to determine
how to allocate or partition physical storage in a multi-tiered
environment for use by multiple applications. The optimizer
138 may also perform other processing such as, for example,
to determine what particular portions of thin devices to store
on physical devices of a particular tier, evaluate when to
migrate or move data between physical drives of different
tiers, and the like. It should be noted that the optimizer 138
may generally represent one or more components that per-
form processing as described herein as well as one or more
other optimizations and other processing that may be per-
formed in an embodiment.

Described in following paragraphs are techniques that may
be performed to determine promotion and demotion thresh-
olds (described below in more detail) used in determining
what data portions of thin devices to store on physical devices
of'a particular tier in a multi-tiered storage environment. Such
data portions of a thin device may be automatically placed in
a storage tier where the techniques herein have determined
the storage tier is best to service that data in order to improve
data storage system performance. The data portions may also
be automatically relocated or migrated to a different storage
tier as the work load and observed performance characteris-
tics for the data portions change over time. In accordance with
techniques herein, analysis of performance data for data por-
tions of thin devices may be performed in order to determine
whether particular data portions should have their data con-
tents stored on physical devices located in a particular storage
tier. The techniques herein may take into account how “busy”
the data portions are in combination with defined capacity
limits and defined performance limits (e.g., such as /O
throughput or I/Os per unit of time, response time, utilization,
and the like) associated with a storage tier in order to evaluate
which data to store on drives of the storage tier. The foregoing
defined capacity limits and performance limits may be used
as criteria to determine promotion and demotion thresholds
based on projected or modeled /O workload of a storage tier.
Different sets of performance limits, also referred to as com-
fort performance zones or performance zones, may be evalu-
ated in combination with capacity limits based on one or more
overall performance metrics (e.g., average response time
across all storage tiers for one or more storage groups) in
order to select the promotion and demotion thresholds for the
storage tiers.

Promotion may refer to movement of data from a first
storage tier to a second storage tier where the second storage
tier is characterized as having devices of higher performance
than devices of the first storage tier. Demotion may refer
generally to movement of data from a first storage tier to a
second storage tier where the first storage tier is characterized
as having devices of higher performance than devices of the
second storage tier. As such, movement of data from a first tier
of flash devices to a second tier of FC devices and/or SATA
devices may be characterized as a demotion and movement of
data from the foregoing second tier to the first tier a promo-
tion. The promotion and demotion thresholds refer to thresh-
olds used in connection with data movement.

As described in following paragraphs, one embodiment
may use an allocation policy specifying an upper limit or
maximum threshold of storage capacity for each of one or
more tiers for use with an application. The partitioning of
physical storage of the different storage tiers among the appli-
cations may be initially performed using techniques herein in
accordance with the foregoing thresholds of the application’s
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allocation policy and other criteria. In accordance with tech-
niques herein, an embodiment may determine amounts of the
different storage tiers used to store an application’s data, and
thus the application’s storage group, subject to the allocation
policy and other criteria. Such criteria may also include one or
more performance metrics indicating a workload of the appli-
cation. For example, an embodiment may determine one or
more performance metrics using collected or observed per-
formance data for a plurality of different logical devices,
and/or portions thereof, used by the application. Thus, the
partitioning of the different storage tiers among multiple
applications may also take into account the workload or how
“busy” an application is.

As an example, the techniques herein may be described
with reference to a storage environment having three storage
tiers—a first tier of only flash drives in the data storage
system, a second tier of only FC disk drives, and a third tier of
only SATA disk drives. In terms of performance, the forego-
ing three tiers may be ranked from highest to lowest as fol-
lows: first, second, and then third. The lower the tier ranking,
the lower the tier’s performance characteristics (e.g., longer
latency times, capable of less I/O throughput/second/GB (or
other storage unit), and the like). Generally, different types of
physical devices or physical drives have different types of
characteristics. There are different reasons why one may want
to use one storage tier and type of drive over another depend-
ing on criteria, goals and the current performance character-
istics exhibited in connection with performing I/O operations.
For example, flash drives of the first tier may be a best choice
or candidate for storing data which may be characterized as
1/0 intensive or “busy” thereby experiencing a high rate of
1/0s to frequently access the physical storage device contain-
ing the LV’s data. However, flash drives tend to be expensive
in terms of storage capacity. SATA drives may be a best
choice or candidate for storing data of devices requiring a
large storage capacity and which are not 1/O intensive with
respect to access and retrieval from the physical storage
device. The second tier of FC disk drives may be character-
ized as “in between” flash drives and SATA drives in terms of
cost/GB and I/O performance. Thus, in terms of relative per-
formance characteristics, flash drives may be characterized as
having higher performance than both FC and SATA disks, and
FC disks may be characterized as having a higher perfor-
mance than SATA.

Since flash drives of the first tier are the best suited for high
throughput/sec/GB, processing may be performed to deter-
mine which of the devices, and portions thereof, are charac-
terized as most [/O intensive and therefore may be good
candidates to have their data stored on flash drives. Similarly,
the second most [/O intensive devices, and portions thereof,
may be good candidates to store on FC disk drives of the
second tier and the least I/O intensive devices may be good
candidates to store on SATA drives of the third tier. As such,
workload for an application may be determined using some
measure of 1/O intensity, performance or activity (e.g., /O
throughput/second, percentage of read operation, percentage
of write operations, response time, etc.) of each device used
for the application’s data. Some measure of workload may be
used as a factor or criterion in combination with others
described herein for determining what data portions are
located onthe physical storage devices of each of the different
storage tiers.

FIG. 4 is a schematic illustration showing a storage system
150 that may be used in connection with an embodiment of
the system described herein. The storage system 150 may
include a storage array 124 having multiple directors 130-132
and multiple storage volumes (LVs, logical devices or VOL-
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UMES 0-3) 110-113. Host applications 140-144 and/or other
entities (e.g., other storage devices, SAN switches, etc.)
request data writes and data reads to and from the storage
array 124 that are facilitated using one or more of the directors
130-132. The storage array 124 may include similar features
as that discussed above.

The volumes 110-113 may be provided in multiple storage
tiers (TIERS 0-3) that may have different storage character-
istics, such as speed, cost, reliability, availability, security
and/or other characteristics. As described above, a tier may
represent a set of storage resources, such as physical storage
devices, residing in a storage platform. Examples of storage
disks that may be used as storage resources within a storage
array of a tier may include sets SATA disks, FC disks and/or
EFDs, among other known types of storage devices.

According to various embodiments, each of the volumes
110-113 may be located in different storage tiers. Tiered
storage provides that data may be initially allocated to a
particular fast volume/tier, but a portion of the data that has
not been used over a period of time (for example, three weeks)
may be automatically moved to a slower (and perhaps less
expensive) tier. For example, data that is expected to be used
frequently, for example database indices, may be initially
written directly to fast storage whereas data that is not
expected to be accessed frequently, for example backup or
archived data, may be initially written to slower storage. In an
embodiment, the system described herein may be used in
connection with a Fully Automated Storage Tiering (FAST)
product produced by EMC Corporation of Hopkinton, Mass.,
that provides for the optimization of the use of different
storage tiers including the ability to easily create and apply
tiering policies (e.g., allocation policies, data movement poli-
cies including promotion and demotion thresholds, and the
like) to transparently automate the control, placement, and
movement of data within a storage system based on business
needs. The techniques herein may be used to determine
amounts or allocations of each storage tier used by each
application based on capacity limits in combination with
performance limits.

Referring to FIG. 5A, shown is a schematic diagram of the
storage array 124 as including a plurality of data devices
61-67 communicating with directors 131-133. The data
devices 61-67 may be implemented as logical devices like
standard logical devices (also referred to as thick devices)
provided in a Symmetrix® data storage device produced by
EMC Corporation of Hopkinton, Mass., for example. In some
embodiments, the data devices 61-67 may not be directly
useable (visible) to hosts coupled to the storage array 124.
Each of the data devices 61-67 may correspond to a portion
(including a whole portion) of one or more of the disk drives
42-44 (or more generally physical devices). Thus, for
example, the data device section 61 may correspond to the
disk drive 42, may correspond to a portion of the disk drive 42,
or may correspond to a portion of the disk drive 42 and a
portion of the disk drive 43. The data devices 61-67 may be
designated as corresponding to different classes, so that dif-
ferent ones of the data devices 61-67 correspond to different
physical storage having different relative access speeds or
RAID protection type (or some other relevant distinguishing
characteristic or combination of characteristics), as further
discussed elsewhere herein. Alternatively, in other embodi-
ments that may be used in connection with the system
described herein, instead of being separate devices, the data
devices 61-67 may be sections of one data device.

As shown in FIG. 5B, the storage array 124 may also
include a plurality of thin devices 71-74 that may be adapted
for use in connection with the system described herein when
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using thin provisioning. In a system using thin provisioning,
the thin devices 71-74 may appear to a host coupled to the
storage array 124 as one or more logical volumes (logical
devices) containing contiguous blocks of data storage. Each
of' the thin devices 71-74 may contain pointers to some or all
of the data devices 61-67 (or portions thereof). As described
in more detail elsewhere herein, a thin device may be virtually
provisioned in terms of'its allocated physical storage in physi-
cal storage for a thin device presented to a host as having a
particular capacity is allocated as needed rather than allocate
physical storage for the entire thin device capacity upon cre-
ation of the thin device. As such, a thin device presented to the
host as having a capacity with a corresponding [.LBA (logical
block address) range may have portions of the LBA range for
which storage is not allocated.

Referring to FIG. 5C, shown is a diagram 150 illustrating
tables that are used to keep track of device information. A first
table 152 corresponds to all of the devices used by a data
storage system or by an element of a data storage system, such
asan HA 21 and/ora DA 23. The table 152 includes a plurality
of'logical device (logical volume) entries 156-158 that corre-
spond to all the logical devices used by the data storage
system (or portion of the data storage system). The entries in
the table 152 may include information for thin devices, for
data devices (such as logical devices or volumes), for stan-
dard logical devices, for virtual devices, for BCV devices,
and/or any or all other types of logical devices used in con-
nection with the system described herein.

Each of the entries 156-158 of the table 152 correspond to
another table that may contain information for one or more
logical volumes, such as thin device logical volumes. For
example, the entry 157 may correspond to a thin device table
162. The thin device table 162 may include a header 164 that
contains overhead information, such as information identify-
ing the corresponding thin device, information concerning
the last used data device and/or other information including
counter information, such as a counter that keeps track of
used group entries (described below). The header informa-
tion, or portions thereof, may be available globally to the data
storage system.

The thin device table 162 may include one or more group
elements 166-168, that contain information corresponding to
a group of tracks on the data device. A group of tracks may
include one or more tracks, the number of which may be
configured as appropriate. In an embodiment herein, each
group has sixteen tracks, although this number may be con-
figurable.

One of the group elements 166-168 (for example, the group
element 166) of the thin device table 162 may identify a
particular one of the data devices 61-67 having a track table
172 that contains further information, such as a header 174
having overhead information and a plurality of entries 176-
178 corresponding to each of the tracks of the particular one
of the data devices 61-67. The information in each of the
entries 176-178 may include a pointer (either direct or indi-
rect) to the physical address on one of the physical disk drives
of'the data storage system that maps to the logical address(es)
of'the particular one of the data devices 61-67. Thus, the track
table 162 may be used in connection with mapping logical
addresses of the logical devices corresponding to the tables
152,162,172 to physical addresses on the disk drives or other
physical devices of the data storage system.

The tables 152, 162, 172 may be stored in the global
memory 25b of the data storage system. In addition, the tables
corresponding to particular logical devices accessed by a
particular host may be stored (cached) in local memory of the
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corresponding one of the HA’s. In addition, an RA and/or the
DA’s may also use and locally store (cache) portions of the
tables 152, 162, 172.

Referring to FIG. 5D, shown is a schematic diagram illus-
trating a group element 166 of the thin device table 162 in
connection with an embodiment of the system described
herein. The group element 166 may includes a plurality of
entries 166a-166f. The entry 166a may provide group infor-
mation, such as a group type that indicates whether there has
been physical address space allocated for the group. The entry
1665 may include information identifying one (or more) of
the data devices 61-67 that correspond to the group (i.e., the
one of the data devices 61-67 that contains pointers for physi-
cal data for the group). The entry 166¢ may include other
identifying information for the one of the data devices 61-67,
including a speed indicator that identifies, for example, if the
data device is associated with a relatively fast access physical
storage (disk drive) or a relatively slow access physical stor-
age (disk drive). Other types of designations of data devices
are possible (e.g., relatively expensive or inexpensive). The
entry 1664 may be a pointer to a head of the first allocated
track for the one of the data devices 61-67 indicated by the
data device ID entry 1665. Alternatively, the entry 1664 may
point to header information of the data device track table 172
immediately prior to the first allocated track. The entry 166¢
may identify a cylinder of a first allocated track for the one the
data devices 61-67 indicated by the data device ID entry 1665.
The entry 166/ may contain other information corresponding
to the group element 166 and/or the corresponding thin
device. In other embodiments, entries of the group table 166
may identify a range of cylinders of the thin device and a
corresponding mapping to map cylinder/track identifiers for
the thin device to tracks/cylinders of a corresponding data
device. In an embodiment, the size of table element 166 may
be eight bytes.

Accordingly, a thin device presents a logical storage space
to one or more applications running on a host where different
portions of the logical storage space may or may not have
corresponding physical storage space associated therewith.
However, the thin device is not mapped directly to physical
storage space. Instead, portions of the thin storage device for
which physical storage space exists are mapped to data
devices, which are logical devices that map logical storage
space of the data device to physical storage space on the disk
drives or other physical storage devices. Thus, an access of
the logical storage space of the thin device results in either a
null pointer (or equivalent) indicating that no corresponding
physical storage space has yet been allocated, or results in a
reference to a data device which in turn references the under-
lying physical storage space.

Thin devices and thin provisioning are described in more
detail in U.S. patent application Ser. No. 11/726,831, filed
Mar. 23, 2007 (U.S. Patent App. Pub. No. 2009/0070541 A1),
AUTOMATED INFORMATION LIFE-CYCLE MANAGE-
MENT WITH THIN PROVISIONING, Yochai, EMS-
147US, and U.S. Pat. No. 7,949,637, Issued May 24, 2011,
Storage Management for Fine Grained Tiered Storage with
Thin Provisioning, to Burke, both of which are incorporated
by reference herein.

As discussed elsewhere herein, the data devices 61-67 (and
other logical devices) may be associated with physical stor-
age areas (e.g., disk drives, tapes, solid state storage, etc.)
having different characteristics. In various embodiments, the
physical storage areas may include multiple tiers of storage in
which each sub-tier of physical storage areas and/or disk
drives may be ordered according to different characteristics
and/or classes, such as speed, technology and/or cost. The



US 9,052,830 B1

15

devices 61-67 may appear to a host coupled to the storage
device 24 as a logical volume (logical device) containing a
contiguous block of data storage, as discussed herein.
Accordingly, each of the devices 61-67 may map to storage
areas across multiple physical storage drives. The granularity
at which the storage system described herein operates may be
smaller than at the file level, for example potentially as small
as a single byte, but more practically at the granularity of a
single logical block or collection of sequential data blocks. A
data block may be of any size including file system or data-
base logical block size, physical block, track or cylinder
and/or other size. Multiple data blocks may be substantially
the same size or different sizes, such as different size data
blocks for different storage volumes or different sized data
blocks within a single storage volume.

In accordance with techniques herein, an embodiment may
allow for locating all of the data of a single logical portion or
entity in a same tier or in multiple different tiers depending on
the logical data portion or entity. In an embodiment including
thin devices, the techniques herein may be used where differ-
ent portions of data of a single thin device may be located in
different storage tiers. For example, a thin device may include
two data portions and a first of these two data portions may be
identified as a “hot spot” of high I/O activity (e.g., having a
large number of /O accesses such as reads and/or writes per
unit of time) relative to the second of these two portions. As
such, an embodiment in accordance with techniques herein
may have added flexibility in that the first portion of data of
the thin device may be located in a different higher perfor-
mance storage tier than the second portion. For example, the
first portion may be located in a tier comprising flash devices
and the second portion may be located in a different tier of FC
or SATA drives.

Referring to FIG. 6, shown is an example illustrating infor-
mation that may be defined and used in connection with
techniques herein. The example 200 includes multiple stor-
agetiers 206,208, and 210, an allocation policy (AP) 204, and
storage group (SG)202. The SG 202 may include one or more
thin devices (TDs), such as TD A 220 and TD B 222, used by
an application 230. The application 230 may execute, for
example, on one of the hosts of FIG. 1. The techniques herein
may be used to determine how to partition physical storage of
the multiple storage tiers 206, 208 and 210 for use in storing
or locating the application’s data, such as data of the TDs 220
and 222. Tt should be noted that the particular number of tiers,
TDs, and the like, should not be construed as a limitation. An
SG may represent a logical grouping of TDs used by a single
application although an SG may correspond to other logical
groupings for different purposes. An SG may, for example,
correspond to TDs used by multiple applications.

Each 0of 206, 208 and 210 may correspond to a tier defini-
tion as described elsewhere herein. Element 206 represents a
first storage tier of flash drives having a tier capacity limit C1.
Element 208 represents a first storage tier of FC drives having
atier capacity limit C2. Element 210 represents a first storage
tier of SATA drives having a tier capacity limit C3. Each of
C1, C2 and C3 may represent an available or maximum
amount of storage capacity in the storage tier that may be
physical available in the system. The AP 204 may be associ-
ated with one of more SGs such as SG 202. The AP 204
specifies, for an associated SG 202, a capacity upper limit or
maximum threshold for one or more storage tiers. Each such
limit may identify an upper bound regarding an amount of
storage that may be allocated for use by the associated SG.
The AP 204 may be associated with one or more of the storage
tiers 206, 208 and 210 that may be defined in a multi-tier
storage environment. The AP 204 in this example 200
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includes limit 204« identifying a maximum or upper limit of
storage for tierl, limit 2045 identifying a maximum or upper
limit of storage for tier2, and limit 204¢ identifying a maxi-
mum or upper limit of storage for tier3. The SG 202 may be
based on an SG definition identifying 202a the logical
devices, such as TDs included in the SG.

In connection with techniques herein, the maximum limits
204a, 2045 and 204c¢ each represent an upper bound of a
storage capacity to which an associated SG is subjected to.
The techniques herein may be used to partition less than the
amount or capacity represented by such limits. An amount of
physical storage of a tier allocated for use by an application is
allowed to vary up to the tier limit as defined in the AP 204 in
accordance with other criteria associated with the application
such as, for example, varying application workload. The opti-
mizer may vary the amount of storage in each tier used by an
SG 202, and thus an application, based on workload and
possibly other criteria when performing a cost benefit analy-
sis, where such amounts are subject to the limits of the SG’s
AP and also performance limits described in more detail
elsewhere herein. At a second point in time, the workloads
and possibly other criteria for the applications may change
and the optimizer may repartition the storage capacity used
by each application subject to the capacity limits of APs and
performance limits.

Referring to FIG. 7, shown is an example which more
generally illustrates different associations between SGs, APs
and tiers in an embodiment in accordance with techniques
herein. The example 350 illustrates that an embodiment may
have multiple storage tiers (e.g., tiers 1-N), multiple APs (e.g,
AP1-N), and multiple SGs (e.g., SG 1-M). Each AP may be
associated with one or more of the storage tiers. Each AP may
also be associated with different tiers than other APs. For
example, APn is associated with Tier N but AP1 is not. For
each tier associated with an AP, the AP may define a maxi-
mum capacity limit as described in connection with FIG. 6.
Each AP may be associated with one or more SGs. For
example SGs1-N may be associated with a same AP1, and
SGs N+1 through M may be associated with a same APn.

With reference back to FIG. 6, each of the maximum
capacity limits may have any one of a variety of different
forms. For example, such limits may be expressed as a per-
centage or portion of tier total storage capacity (e.g., such as
a percentage of C1, C2, or C3), as an integer indicating an
amount or quantity of storage 410c¢ (e.g., indicating a number
of' bytes or other number of storage units), and the like.

Data used in connection with techniques herein, such as the
performance data of FIG. 3 used in determining device and
SG workloads, may be obtained through observation and
monitoring actual performance. Data may also be determined
in other suitable ways such as, for example, through simula-
tion, estimation, and the like. Observed or collected data may
be obtained as described in connection with FIG. 3 by moni-
toring and recording one or more aspects of /O activity for
each TD, and portions thereof. For example, for each TD,
and/or portions thereof, an average number of reads occurring
within a given time period may be determined, an average
number of writes occurring within a given time period may be
determined, an average number of read misses occurring
within a given time period may be determined, and the like. It
should be noted that the operations of read and write with
respect to an TD may be viewed as read and write requests or
commands from the DA, controller or other backend physical
device interface. Thus, these are operations may also be char-
acterized as a average number of operations with respect to
the physical storage device (e.g., average number of physical
device reads, writes, and the like, based on physical device
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accesses). This is in contrast to observing or counting a num-
ber of particular type of I/O requests (e.g., reads or writes) as
issued from the host and received by a front end component
such as an FA. To illustrate, a host read request may not result
in a read request or command issued to the DA if there is a
cache hit and the requested data is in cache. The host read
request results in a read request or command issued to the DA
to retrieve data from the physical drive only if there is a read
miss. Furthermore, when writing data of a received host I/O
request to the physical device, the host write request may
result in multiple reads and/or writes by the DA in addition to
writing out the host or user data of the request. For example,
if the data storage system implements a RAID data protection
technique, such as RAID-5, additional reads and writes may
be performed such as in connection with writing out addi-
tional parity information for the user data. Thus, observed
data gathered to determine workload, such as observed num-
bers of reads and writes, may refer to the read and write
requests or commands performed by the DA. Such read and
write commands may correspond, respectively, to physical
device accesses such as disk reads and writes that may result
from a host I/O request received by an FA.

It should be noted that movement of data between tiers
from a source tier to a target tier may include determining free
orunused storage device locations within the target tier. In the
event there is an insufficient amount of free of unused storage
in the target tier, processing may also include displacing or
relocating other data currently stored on a physical device of
the target tier. An embodiment may perform movement of
data to and/or from physical storage devices using any suit-
able technique. Also, any suitable technique may be used to
determine a target storage device in the target tier where the
data currently stored on the target is relocated or migrated to
another physical device in the same or a different tier.

One embodiment in accordance with techniques herein
may include multiple storage tiers including a first tier of flash
devices and one or more other tiers of non-flash devices
having lower performance characteristics than flash devices.
The one or more other tiers may include, for example, one or
more types of disk devices. The tiers may also include other
types of SSDs besides flash devices.

As described above, a thin device (also referred to as a
virtual provision device) is a device that represents a certain
capacity having an associated address range. Storage may be
allocated for thin devices in chunks or data portions of a
particular size as needed rather than allocate all storage nec-
essary for the thin device’s entire capacity. Therefore, it may
be the case that at any point in time, only a small number of
portions or chunks of the thin device actually are allocated
and consume physical storage on the back end (on physical
disks, flash or other physical storage devices). A thin device
may be constructed of chunks having a size that may vary
with embodiment. For example, in one embodiment, a chunk
may correspond to a group of 12 tracks (e.g., 12
tracks*64Kbytes/track=768Kbytes/chunk). As also noted
with a thin device, the different chunks may reside on differ-
ent data devices in one or more storage tiers. In one embodi-
ment, as will be described below, a storage tier may consist of
one or more storage pools. Each storage pool may include
multiple LVs and their associated physical devices. With thin
devices, a system in accordance with techniques herein has
flexibility to relocate individual chunks as desired to different
devices in the same as well as different pools or storage tiers.
For example, a system may relocate a chunk from a flash
storage pool to a SATA storage pool. In one embodiment
using techniques herein, a thin device can be bound to a
particular storage pool of a storage tier at a point in time so
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that any chunks requiring allocation of additional storage,
such as may occur when writing data to the thin device, result
in allocating storage from this storage pool. Such binding
may change over time for a thin device.

A thin device may contain thousands and even hundreds of
thousands of such chunks. As such, tracking and managing
performance data such as one or more performance statistics
for each chunk, across all such chunks, for a storage group of
thin devices can be cumbersome and consume an excessive
amount of resources. Described in following paragraphs are
techniques that may be used in connection with collecting
performance data about thin devices where such information
may be used to determine which chunks of thin devices are
most active relative to others. Such evaluation may be per-
formed in connection with determining promotion/demotion
thresholds use in evaluating where to locate and/or move data
of the different chunks with respect to the different storage
tiers in a multi-storage tier environment. In connection with
examples in following paragraphs, details such as having a
single storage pool in each storage tier, a single storage group,
and the like, are provided for purposes of illustration. Those
of ordinary skill in the art will readily appreciate the more
general applicability of techniques herein in other embodi-
ments such as, for example, having a storage group include a
plurality of storage pools, and the like.

Referring to FIG. 8 A, shown is an example 700 illustrating
use of a thin device in an embodiment in accordance with
techniques herein. The example 700 includes three storage
pools 712, 714 and 716 with each such pool representing a
storage pool of a different storage tier. For example, pool 712
may represent a storage pool of tier A of flash storage devices,
pool 714 may represent a storage pool of tier B of FC storage
devices, and pool 716 may represent a storage pool of tier C
of SATA storage devices. Each storage pool may include a
plurality of logical devices and associated physical devices
(or portions thereof) to which the logical devices are mapped.
Element 702 represents the thin device address space or range
including chunks which are mapped to different storage
pools. For example, element 702a denotes a chunk C1 which
is mapped to storage pool 712 and element 7025 denotes a
chunk C2 which is mapped to storage pool 714. Element 702
may be a representation for a first thin device which is
included in a storage group of one or more thin devices.

It should be noted that although the example 700 illustrates
only a single storage pool per storage tier, an embodiment
may also have multiple storage pools per tier.

Referring to FIG. 8B, shown is an example representation
of'information that may be included in an allocation map in an
embodiment in accordance with techniques herein. An allo-
cation map may be used to identify the mapping for each thin
device (TD) chunk (e.g. where each chunk is physically
located). Element 760 represents an allocation map that may
be maintained for each TD. In this example, element 760
represents information as may be maintained for a single TD
although another allocation map may be similarly used and
maintained for each other TD in a storage group. Element 760
may represent mapping information as illustrated in FIG. 8A
such as in connection the mapping of 702 to different storage
pool devices. The allocation map 760 may contain an entry
for each chunk and identify which LV and associated physical
storage is mapped to the chunk. For each entry or row of the
map 760 corresponding to a chunk, a first column 760a,
Chunk ID, denotes an identifier to uniquely identify the chunk
ofthe TD, a second column 7605, indicates information about
the LV and offset to which the chunk is mapped, and a third
column storage pool 760¢ denotes the storage pool and tier
including the LV of 7605. For example, entry 762 represents
chunk C1 illustrated in FIG. 8A as 702a and entry 764 rep-
resents chunk C2 illustrated in FIG. 8A as 7024. It should be
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noted that although not illustrated, the allocation map may
include or otherwise use other tables and structures which
identify a further mapping for each LV such as which physical
device locations map to which LVs. This further mapping for
each LV is described and illustrated elsewhere herein such as,
for example, with reference back to FIG. 5B. Such informa-
tion as illustrated and described in connection with FIG. 8B
may be maintained for each thin device in an embodiment in
accordance with techniques herein.

In connection with collecting statistics characterizing per-
formance, workload and/or activity for a thin device, one
approach may be to collect the information per chunk or,
more generally, for the smallest level of granularity associ-
ated with allocation and deallocation of storage for a thin
device. Such statistics may include, for example, a number of
reads/unit of time, # writes/unit of time, a number of
prefetches/unit of time, and the like. However, collecting such
information at the smallest granularity level does not scale
upward as number of chunks grows large such as for a single
thin device which can have up to, for example 300,000
chunks.

Therefore, an embodiment in accordance with techniques
herein may collect statistics on a grouping of “N” chunks also
referred to as an extent, where N represents an integer number
of chunks, N>0. N may be, for example, 480 in one embodi-
ment. Each extent may represent a consecutive range or por-
tion of the thin device in terms of thin device locations (e.g.,
portion of the address space or range of the thin device). Note
that the foregoing use of consecutive does not refer to physi-
cal storage locations on physical drives but rather refers to
consecutive addresses with respect to a range of addresses of
the thin device which are then mapped to physical device
locations which may or may not be consecutive, may be on
the same or different physical drives, and the like. For
example, in one embodiment, an extent may be 480 chunks
(N=480) having a size of 360 MBs (megabytes).

An extent may be further divided into sub extents, where
each sub extent is a collection of M chunks. M may be, for
example 10 in one embodiment. In one embodiment, the
sub-extent size may correspond to the smallest granularity of
data movement. In other words, the sub extent size represents
the atomic unit or minimum amount of data that can be
operated upon when performing a data movement such as
between storage tiers.

Referring to FIG. 9, shown is an example illustrating par-
titioning of a thin device’s address space or range in an
embodiment in accordance with techniques herein. The
example 250 includes a thin device address space or range
252 which, as described elsewhere herein, includes chunks
mapped to physical storage locations. The thin device address
space or range 252 may be partitioned into one or more
extents 254a-254n. Each of the extents 254a-254n may be
further partitioned into sub-extents. Element 260 illustrates
that extent X 254n may include sub extents 256a-256m.
Although only detail is illustrated for extent 254#n, each of the
other extents of the thin device also include a same number of
sub extents as illustrated for 254n. Each of the sub extents
256a-2567 may represent a grouping of “M” chunks. Element
262 illustrates that sub extent 1 256a may include chunks
258a-258n. Although only detail is illustrated for sub extent
256a, each of the other sub extents 2565-256# also include a
same number of “M” chunks as illustrated for 256a. Thus,
each of the extents 2544-254» may represent an grouping of
“N” chunks, where

N=# sub extents/extent*M chunks/sub extent EQUATION 1
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An embodiment in accordance with techniques herein may
collect statistics for each extent and also other information
characterizing activity of each sub extent of a thin device.
Statistics for each extent may be characterized as either long
term or short term. Short term refers to statistics which may
reflect performance, workload, and/or /O activity of an
extent with respect to a relatively short window of time. Thus,
short term statistics may reflect recent extent activity for such
a short time period. In contrast and relative to short term, long
term refers to statistics reflecting performance, workload and/
or /O activity of an extent with respect to a longer period of
time. Depending on the evaluation being performed, such as
by the optimizer, it may be desirable to place greater weight
on short term information than long term, or vice versa.
Furthermore, the information maintained per sub extent may
beused as needed once particular extents of interest have been
identified.

Referring to FIG. 10, shown is an example of information
that may be collected and used in connection each extent in an
embodiment in accordance with techniques herein. The
example 300 illustrates that short term information 302, long
term information 304 and a sub extent activity bitmap 306
may be collected for each extent. The short term information
302 and long term information 304 may be used in connection
with determining short term rates 320 and long term rates 330
for each extent. The statistics included in 302, 304, 320 and
330 may reflect activity with respect to the entire extent. The
activity bitmap 306 is illustrated in further detail by element
307 as including an entry for each sub extent in the associated
extent. Entries of 307 are denoted by A, B, C, and the like.
Each of the entries of 307 represents aggregated or collective
activity information for a corresponding sub extent denoted
by the numeric identifiers 307a of 1, 2, 3, etc. Each entry of
307 may include one or more bits used to encode an activity
level with respect to all chunks of a corresponding sub-extent.
For example, the entry of 307 denoted as A represents an
activity level for all chunks in sub extent 1. An embodiment
may use any number of bits for each entry of the activity
bitmap 306, 307. For example, in one embodiment, each entry
of the activity bitmap may be 2 bits capable of representing
any of 4 integer values—O0, 1, 2, and 3.

As will be described in following paragraphs, the short
term rates 320, long term rates 330 and sub extent activity
bitmap 306 may be used in connection with a variety of
different evaluations such as by the optimizer 138. Generally,
the activity level information or data for an extent such as
illustrated in FIG. 10 may be referred to as extent activity
level information including one or more metrics indicating an
activity level for the extent. The extent activity level informa-
tion may comprise short term activity information (e.g., such
as 302 and/or 320) and long term activity information (e.g.,
such as 304 and 330).

In one embodiment, the short term rates 320 for an extent
may include a read miss rate 322, a write [/O rate 324 and a
prefetch rate 326 for the extent. The long term rates 330 for an
extent may include a read miss rate 332 (e.g., number of read
misses/unit of time, where a read miss refers to a cache miss
for aread), a write I/O rate 334 (e.g., number of writes/unit of
time) and a prefetch rate 336 (e.g., number of prefetches/unit
of time) for the extent. As known in the art, data may be
prefetched from a physical device and placed in cache prior to
reference or use with an I/O operation. For example, an
embodiment may perform sequential stream [/O recognition
processing to determine when consecutive portions of a thin
device are being referenced. In this case, data of the sequen-
tial stream may be prefetched from the physical device and
placed in cache prior to usage in connection with a subsequent
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1/0O operation. In connection with a portion of data at a first
point in a sequential stream associated with a current 1/O
operation, data subsequent to the first point may be prefetched
such as when obtaining the portion from a physical device in
anticipation of future usage with subsequent I/Os. Each of the
foregoing rates of 320 and 330 may be with respect to any unit
of'time, such as per second, per hour, and the like. In connec-
tion with describing elements 302 and 304 in more detail,
what will be described is how an embodiment in accordance
with techniques herein may determine the short term rates
320 and long term rates 330 using a decay function and decay
coefficients.

In an embodiment in accordance with techniques herein, a
decay coefficient may be characterized as a weighting factor
given to previous activity information. The higher the coeffi-
cient, the greater the weight given to previous activity infor-
mation for the extent. Thus, the adjusted activity level of an
extent at a current time, “An”, may be generally represented
as a function of a current observed or actual activity level for
the current time, “a,,”, a decay coefficient, “r”, and previous
adjusted activity level for the previous time period or sam-
pling period, “A,_,”. In connection with the foregoing, “A”
may represent an adjusted activity level, “n” may denote the
current time period or sampling period and “n-1" may denote
the immediately prior or previous time period or sampling
period at which the activity for the extent was determined. In
other words, “a,,” is adjusted to take into account previous
activity as represented by “A, ,” and “An” represents the
resulting adjusted value of “a,”. With respect to a statistic or
metric such as a number or read misses, “a,” and “An” may
each represent an integer quantity or number of read misses
within a current sampling period, “n”. The foregoing may
generally be represented as:

An=a,+(r*4,, ) EQUATION 2

wherein
a, is the actual observed activity metric for the current or
“nth” sampling period,

“r” is a decay coefficient,

“A,)” 1s the adjusted activity metric for the current or “nth”

sampling period, and

“A,,,” is the adjusted activity metric from the previous or

“n-1" sampling period.

Beginning with an initial time period or sampling period,
denoted by i="0" (zero), the adjusted activity AO may be
initially that which is observed, a0. Subsequent observed or
actual activity levels may be adjusted as described above.
Generally, “a,” may denote an actual or observed value
obtained for an activity metric for a sampling period “i”,
where “1” is an integer greater than or equal to 0. “Ai” may
similarly denote an adjusted activity metric (or adjusted value
for “a,”) for a sampling period “i”, where is an integer
greater than or equal to 0. Thus, for consecutive sample peri-
ods at which actual or observed activity metrics are obtained
(as denoted by lower case “a,’s), corresponding adjusted
activity levels (e.g., “A” values) may be determined as fol-
lows:

A0=a0 /* Adjusted activity level A0, at time=0 or initially */
Al=al+(r*A0)/* Adjusted activity level A1, at first sampling
period, i=1 */

A2=22+(r*Al) /* Adjusted activity level A2, at second sam-
pling period, i=2 */

173333
1

so on for subsequent sampling periods 3, 4, and the like, based
on EQUATION 2.

In connection with EQUATION 2, 0<=r<1, where “r” is a
decay coefficient or weight given to previous activity. Varying
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“r” in EQUATION 2 results in accordingly varying the weight
given to past or previous activity. If r=0, then no weight is
given to previous or historic values. Thus, the closer “r” is to
0, the lesser weight given to previous activity. Similarly, the
closer “r” is to 1, the greater the weight given to previous
activity. In connection with determining an adjusted activity
level, An, using EQUATION 2 for short term and long term,
different decay coefficients may be selected. Generally “r” for
short term is less than “r” used in connection with long term
activity. For example, in one embodiment, “r” used in con-
nection short term activity levels may be 50% or 0.50 or
smaller. “r” used in connection with long term activity levels
may be 80% or 0.80 or larger. The foregoing are exemplary
values that may be selected for “r” in connection with short
term and long term activity levels depending on the weight to
be given to previous activity. In connection with short term
activity, a decay coefficient may be selected in accordance
with providing a relatively short term rate of decay for an
activity level metric determined at a point in time. For
example, a short term rate of decay may provide for a rate of
decay for an activity level metric on the order of one or more
hours (e.g., less than a day). In connection with long term
activity, a decay coefficient may be selected in accordance
with providing a relatively long term rate of decay for an
activity level metric determined at a point in time. For
example, a long term rate of decay may provide for a rate of
decay for an activity level metric on the order of one or more
days, a week, and the like. Thus, an activity metric at a first
point in time may have a weighted or residual effect on an
adjusted activity level determined at a later point in time in
accordance with the selected decay coefficient indicating the
rate of decay of the activity metric.

As mentioned above, EQUATION 2 results in a metric or
count, such as a number of read misses, number of writes, or
number or prefetches during a sample period. It may be
desirable to also determine a rate with respect to a unit of time,
such as per second, per hour, and the like, for each of the
foregoing adjusted activity metrics An. A rate with respect to
a unit of time for the adjusted activity level An may be rep-
resented as:

Ar=An*(1-A)/(1-r"Y) EQUATION 3

where

Ar=the adjusted activity rate per unit of time;

r=decay coefficient or weight as described above,

n=denotes an “nth” sampling period as described above,

An=adjusted activity level determined for a given sampling
period “n” (e.g. using EQUATION 2 as described above).

Generally, the higher the decay coefficient, r, the slower the
change in Ar as may be the desired case with long term Ar
values. Thus an embodiment may select decay coefficients for
use with long term and short term Ar values so that, when
plotted with respect to time, long term Ar values generally
have a smaller slope than that associated with short term Ar
values.

Referring to FIG. 11, shown is an example graphically
illustrating the general shape of curves for long term (LT) and
short term (ST) values in an embodiment in accordance with
techniques herein. The activity level values (Y-axis values)
are plotted with respect to time (X-axis). The activity level
values may be determined using EQUATIONS 2 and/or 3.
Curve 402 may be produced using one of EQUATIONS 2 and
3 where a first value for the decay coefficient “r” is selected
for ST usage. Curve 404 may be produced using one of
EQUATIONS 2 and 3 where a second value for the decay
coefficient “r” is selected for LT usage. The values selected
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for “r” in connection with 402 and 404 may be relative so that
the first value for “r”” used with 402 is less than the second
value for “r” used with 404.

In one embodiment, each of the different An values deter-
mined using EQUATION 2 may be converted to a corre-
sponding Ar value using EQUATION 3 when desired.

In connection with the foregoing, for example, with respect
to a number of read misses, “a,” represents the number of
such operations that have occurred in a current sample period,
n. For example, if a sample period=10 minutes so that statis-
tics for an extent are collected and/or computed every 10
minutes, “a,” represents the number of read misses that
occurred in the last 10 minute sample period or time interval.
A, | represents the previous or last A calculation (e.g., as
determined using EQUATION 2) from the previous sample
period, denoted “n-1".

With reference back to FIG. 10, an embodiment may col-
lect short term information 302 as counter values indicating a
count or number of each type of operation for a current time
period or sampling period “n”. The following may represent
different “a,” values as included in the short term information
302 for an extent: read miss count (number of read misses for
the extent during the sampling period), prefetch count (num-
ber of prefetches for the extent during the sampling period)
and write count (number of writes for the extent during the
sampling period).

The short term information 302 may also include storing
previous A values as determined for the sampling period
“n—1"" using EQUATION 2 above. For example, short term
information 302 may also include storing three (3) previous
adjusted activity level values or A values for sampling period
“n—1"" using EQUATION 2 above for the read miss count,
prefetch count and write count.

The short term information 302 may also include a times-
tamp value indicating the timestamp associated with the pre-
vious sampling period “n-1".

Using the above-mentioned short term information 302, an
embodiment may calculate updated short term rates 320
using EQUATION 3 for a sampling period “n” for a selected
“r” as a short term decay coefficient. With each new sampling
period, the short term information may be accordingly
updated so that which is associated with sampling period “n”
subsequently becomes associated with sampling period
“n-1".

The long term information 304 may include long term rates
or Ar values as determined using EQUATION 3 for a read
miss rate (e.g., number of read misses/second), a prefetch rate
(e.g., number of prefetches/second) and a write rate (e.g.;
number of writes/second). The long term information 304
may also include a time duration interval used for determin-
ing an adjusted Ar value for the current time or sampling
period “n”. For example, the time duration interval may rep-
resent the amount of time for which statistics are collected
and used in connection with long term Ar values. An embodi-
ment may store a set of long term Ar values rather than
calculate such Ar values on demand from other stored infor-
mation as in the case above for short term rates 320 (e.g.,
where short term information 302 is stored and used to cal-
culate short term rates 320 on demand). Thus, in such an
embodiment, the long term rates 330 may be included the
long term information 304 where such long term rates 330
may be updated with each sampling period. In one embodi-
ment with the arrival of a new sampling period “n”, the long
term information 304 may include Ar values for the foregoing
statistics as determined using EQUATION 3 for a sampling
period “n-1”. These long term Ar values for “n-1" may each
be multiplied by the time duration interval to determine A,, |,
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an adjusted metric for the long term time period. The forego-
ing A, value may then be used with EQUATION 2 to deter-
mine An for the current sampling period “n” using a selected
“r” as a long term decay coefficient. Using An, EQUATION 3
may then be used to obtain updated long term rates Ar values.
With each new sampling period, the long term information
may be accordingly updated so that which is associated with
sampling period “n” subsequently becomes associated with
sampling period “n-1".

With reference back to FIG. 10, described above is an
activity bitmap 306 having an entry per sub extent where each
such entry may indicate an aggregate or collective activity
level with respect to all chunks of the associated sub-extent.
The number of different activity level states that may be
represented for each sub extent depends on the number of bits
per entry of the activity bitmap. In one embodiment, each
entry of the activity bitmap may be 2 bits as described above
so that each entry may be an integer in the inclusive range of
0...3.Processing may be performed to decrement each entry
having a non-zero value by 1 every predetermined time
period, such as every 12 hours. Each time there is any 1/O
operation to a sub extent since the sub extent was located or
moved to its current physical location, the sub extent’s entry
in the activity bitmap 306 may be set to 3. Thus, each entry in
the bitmap may represent activity level information for up to
3 of the predetermined 12 hour time periods. An embodiment
may also have a different number of bits per entry to represent
a larger number of predetermined time periods. Based on the
foregoing, the lower the value of a bitmap entry for a sub
extent, the longer the amount of time that has lapsed since the
sub extent has had any 1/O activity.

Referring to FIG. 12, shown is a flowchart of processing
steps that may be performed in connection with each activity
bitmap associated with an extent in an embodiment in accor-
dance with techniques herein. The flowchart 500 summarizes
processing described above where each bitmap for each
extent may be traversed with the occurrence of a predeter-
mined time interval, such as every 12 hours. At step 502, a
determination is made as to whether the next time interval has
lapsed. If not, processing waits at step 502 until step 502
evaluates to yes and control proceeds to step 504. At step 504,
1 is initialized to the next entry in the bitmap. I represents a
loop counter when traversing through the bitmap and denotes
the bitmap entry currently selected for processing. At step
506, a determination is made as to whether the entire bitmap
has been processed. If step 506 evaluates to yes, control
proceeds to step 502 until an amount of time again lapses
equal to that of the time interval. If step 506 evaluates to no,
control proceeds to step 508 where a determination is made as
to whether the current bitmap entry (e.g. bitmap [1]) is zero. If
s0, control proceeds to step 504. Otherwise, control proceeds
to step 510 where the current bit map entry is decremented by
one (1) and control proceeds to step 504 to process the next
entry in the bitmap.

The activity bitmap may be used in connection with deter-
mining an activity level associated with each sub extent, the
smallest amount of data that can be associated with a data
movement operation to relocate data from one physical
device to another. It should be noted that an embodiment may
have functionality and capability to physically move data in
units or amounts less than a sub extent. However, when per-
forming processing to determine data movement candidates,
such as by the optimizer, such processing may consider can-
didates for data movement which have a minimum size of a
sub extent. That is, all data of the sub extent may be either
moved or relocated as a complete unit, or remains in its
current location. In connection with a sub extent when per-
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forming a data movement, it may be that not all chunks of the
sub extent are actually moved. For example, suppose a sub
extent is 10 chunks and the sub extent is to be moved from a
first storage tier, such as from SATA or FC, to a second storage
tier, such as flash. It may be that 9/10 chunks of the sub extent
are unallocated or already in flash storage with only 1 chunk
stored in the first storage tier. In this case, processing only
needs to actually move the single chunk from the first storage
tier to flash since the remaining 9 chunks are either already in
the flash tier or unallocated. With a sub extent, the amount of
data actually moved may be at most the size of the sub extent
but may be less depending on, for example, whether all
chunks of the thin device sub extent are allocated (e.g., actu-
ally map to physical storage), depending on the current physi-
cal device upon which chunks of the sub extent are located
prior to movement, and the like. It should be noted that chunks
of a sub extent may be located in different storage tiers, for
example, depending on where the chunk’s data is stored such
as at the time when written as well as the result of other
conditions that may vary with embodiment.

As an example use of the activity bitmap is in connection
with promotion and demotion. As an example use of the
activity bitmap, the bitmap may be used to determine selec-
tive sub extents which exhibit the highest activity level such
as those having counters=3 (e.g., “hot” or active areas of the
extent). These sub extents may be candidates for promotion or
data movement to a higher performing storage tier and may be
given preference for such promotion and data movement over
other sub extents having activity bitmap entries which are less
than 3. In a similar manner, the activity bitmap may be used to
identify the “coldest” or inactive sub extents. For example,
sub extents having bit map entries=0 may be candidates for
demotion to a lower performing storage tier.

In connection with promotion data movements, an embodi-
ment may want to be responsive to a change in workload with
respect to the short term. With demotion, an embodiment may
not want to move data as quickly as with promotion and may
also want to consider longer term workloads prior to moving
such data to a lesser performing storage tier. With promotion,
an embodiment may give greater weight to ST workload and
activity data. With demotion, an embodiment may addition-
ally consider LT workload and activity rather than just such
ST information.

The information as described and illustrated in FIGS.
10-12 above may be used for a variety of different purposes
and evaluations. For example, an embodiment may use one or
more of the short term rates to identify one or more active
extents based on such aggregated extent-level activity data.
Subsequently, once an active extent is identified such as a
candidate for promotion, the extent’s activity bitmap may be
examined to determine which sub extents are most active.
Processing may be performed to selectively move some of the
sub extents of the active extent (e.g., those with counters=3)
to a higher performing storage tier.

As another example, the activity bitmaps of extents may be
used to determine a promotion ranking used to identify which
extent may be promoted prior to one or more other extents. To
further illustrate, an embodiment may have two extents, both
which are candidates for promotion. The two extents may
exhibit similar activity levels based on aggregate extent-level
information such as based on short term rates 320 for each
extent. The extent having the lesser number of active sub
extents may have a higher priority for movement than the
other extent. For example, processing may be performed to
count the number of non-zero bit map entries for each of the
two extents. The extent having the lower count may have a
higher priority than the other extent having a higher count. In
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other words, the extents may be ranked or ordered for pro-
motion based on a number or count of non-zero bit map
entries. The extent having the lower count may be character-
ized as also exhibiting the greatest activity level density based
on the foregoing counts of the activity bitmaps.

As another example in connection with demotion, an
embodiment may use one or more of the short term rates 320
in combination with one or more of the long term rates 330 to
identify one or more inactive extents based on such aggre-
gated extent-level activity data. Subsequently, once an inac-
tive extent is identified, the extent’s activity bitmap may be
examined to determine which sub extents are inactive and
should be demoted rather than automatically demoting all sub
extents of the inactive extent. Processing may be performed to
selectively move some of the sub extents (e.g., those with
counters=0, counters less than some threshold such as 1, and
the like) to a lower performing storage tier.

One embodiment in accordance with techniques herein
may include multiple storage tiers including a first tier of flash
devices and one or more other tiers of non-flash devices
having lower performance characteristics than flash devices.
The one or more other tiers may include, for example, one or
more types of disk devices. The tiers may also include other
types of SSDs besides flash devices.

The different levels of activity information described
herein as obtained at a thin device level, extent level, and sub
extent level provide a hierarchical view for characterizing
activity of different portions of thin devices. Activity infor-
mation at higher device levels may be used to first identify
devices which may be candidates for data movement, such as
between storage tiers (e.g. for promotion and/or demotion). In
connection with thin devices, once such a first device is iden-
tified, additional detail regarding the first device’s activity as
reflected in extent activity level information may be used to
identify an extent of the first device as a candidate for data
movement. Subsequently, the activity bitmap for the extent
identified may then be used to determine one or more sub
extents of the identified extent for data movement. The tech-
niques herein may be used for collecting and tracking activity
of thin devices. Use of the decay coefficients and equations
for determining adjusted activity levels to account for previ-
ous activity levels provides an effective way of tracking work-
load and activity over time without having to keep a large
database of historical statistics and metrics for long and short
time periods.

In addition to the activity information described above for
each extent and sub extent of a thin device, an embodiment
may also track device level activity information for logical
devices (e.g., thin devices, Vs, and the like) and physical
devices in a data storage system as also noted. Additionally,
an embodiment may track activity information for thin device
pools. When a DA or other device interface services an 1/O,
the DA may not typically have any-knowledge regarding thin
devices as may be known from the host’s point of view. In
connection with collecting data for use with techniques
herein, each DA may be provided with additional mapping
information regarding thin devices and where storage for the
thin devices is allocated (e.g., such as described by the allo-
cation map). The DA may use this information to determine
what thin device (if any) is associated with a given back end
1/O request. When the DA is servicing a back end 1/O request,
the DA may record information about the /O including infor-
mation about the thin device associated with the I/O request.
Such additional information about the thin device may be
used in order to perform statistics collection of activity data
for the thin devices in accordance with techniques herein.
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In connection with techniques in following paragraphs, the
extent-based short term and long term statistics or metrics as
described in FIG. 10 may be used in determining scores
indicating the activity of extents. In one embodiment, the
score may be a weighted value based on a combination of all
six metrics 322, 324, 326, 332, 334 and 336 of FIG. 10
although an embodiment may generally use any metrics in
determining such scores. In an embodiment herein, a promo-
tion score for an extent may be represented in EQUATION 4
as:

(p1*s_rrm+p2*s_w+p3*s_p+pa*l_rrm+pS5*l_w+
p6*1_p)/(# Active Subext+1)

where s_rrm is the rate of short term random read misses
(322), s_w is the rate of short term writes (324), s_p is the rate
of short term pre-fetches (326), 1_rrm is the rate of long term
random read misses (332), is the rate of long term writes
(334), and 1_p is the rate of long term pre-fetches. The coef-
ficients p1-p6 may be set as appropriate. It should be noted
that “# Active Subext” represents the number of active sub-
extents or subportions of an extent or other larger data portion
for which the score is being determined. Examples of evalu-
ating when a subextent or other subportion is active are
described elsewhere herein. It should be noted that metrics
used in connection with determining promotion and/or demo-
tion score may take into account [/O size.

In an embodiment herein, the values used may be 12, 4, 4,
3, 1, and 1, respectively. Of course, different values may be
used to emphasize or deemphasize different /O characteris-
tics in connection with determination of the promotion raw
score. The demotion score for an extent may be represented in
EQUATION 5 as:

(pA*s_rrm+p5*s_w+p6*s_p+p1*1_rrm+p2*I_w+
p3*l_p)
where s_rrm, s_w, pl, etc. are as set forth above.

As noted above in connection with the exemplary EQUA-
TIONS 4 and 5 for computing, respectively, the promotion
and demotion scores, the same set of coefficients may be
used. Alternatively, an embodiment may, however, use a dif-
ferent set of coefficients for computing the promotion and
demotion scores.

In a multi-tiered storage system as described herein, an
application having its data stored on thin devices of a storage
group may be allowed to use multiple tiers of storage. In order
to be able to use the storage of the tiers efficiently and also
move a minimal number of chunks between tiers, chunks
which are the most active or “hot” need to be located in the
higher tiers (e.g., promoted to such tiers if not already located
there) and chunks which are least active or “cold” need to be
located in lower storage tiers (e.g., demoted to such tiers if not
already located there). After identifying the hot and cold
chunks, processing may be performed to determine how
much of the hot chunks should be placed in the different
storage tiers in order to efficiently utilize the higher perform-
ing tiers, such as flash tiers, while also avoiding overloading
any given tier with /O request or I/O transfer activity to the
point that overall performance (e.g., across all tiers in the AP,
across one or more SGs, for the whole data storage system,
and the like with respect to the physical devices under con-
sideration) would have been better had less of the workload
been placed in the tier. In connection with the foregoing,
techniques are described in following paragraphs which
determine promotion and demotion thresholds of a data
movement policy that may be associated with one or more
SGs. The data movement policy as described herein in the
context of thin devices affects what data portions of thin
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devices are data movement candidates and may be moved to
another tier. The selection of promotion and demotion thresh-
olds may be made by considering criteria including perfor-
mance limits (e.g., response time, number of 1/Os per time
period, and the like) and capacity limits. The performance
limits may be flexible or adaptable and specified for each
storage tier. The capacity limits may also be specified for each
storage tier and may include capacity limits included in an AP
for the affected one or more SGs. The techniques model
response time of target storage tiers when evaluating different
alternative hypothetical considerations in which performance
limits are varied for each tier when selecting promotion and
demotion thresholds. The different sets of performance limits
in combination with capacity limits are evaluated by model-
ing the expected target tier performance and then determining
an overall performance metric representing an aggregate
modeled performance metric across all target storage tiers for
all affected SGs. In one embodiment, the overall performance
metric may be an average response time determined with
respect to all target storage tiers using the modeled response
time as determined for each such tier. The average response
time is used to compare the overall modeled performance for
the storage tiers when evaluating different sets of perfor-
mance limits for each target tier. Each set of performance
limits specified for multiple tiers may be used as a way to
provide weighting factors for [/O workload distribution
across the tiers in order to reflect the performance differences
of'the different tier storage technologies. Utilizing such “what
if”” analysis to evaluate different sets of performance limits
coupled with capacity limits provides for determining pro-
motion and demotion thresholds that may be used by the DA,
or more generally, other backend data storage system com-
ponents, in connection with performing data movements in
accordance with workload or performance impact across all
target storage tiers to increase overall performance.

In connection with techniques herein as mentioned above,
response time may be considered as performance criteria
alone, or in combination with other performance criteria in
combination with capacity limits, when determining promo-
tion and demotion thresholds affected what data portions of a
thin device may be moved between physical storage devices
in different storage tiers. The techniques herein consider dif-
ferent performance characteristic information and curves that
may vary with each storage tier, type of physical device,
device vendor, and the like. In particular, performance curves
for the different storage tiers may be determined and used to
model target tier and also overall SG performance across
storage tiers as part of processing to evaluate different sets of
performance limits in combination with capacity limits. As an
example, consider a workload of N I/O operations/second.
The response time experienced for the same workload varies
with storage tier due to the underlying capabilities of each
tier’s technology. As such, performance curves may be used
in connection with techniques herein to model expected
response times if a particular data movement is performed in
accordance with candidate promotion and demotion thresh-
olds.

Referring to FIG. 13, shown is an example of performance
characteristic information illustrated in the form of curves for
different storage tiers such as may be based on different disk
drive types. The example 550 illustrates general curve shapes
as may be associated with a SATA drive (as represented by
552) and an FC disk drive (as represented by 554) in connec-
tion with processing rate (X-axis in terms of IOs/second) vs.
response time (Y-axis). As may be seen from the illustration
550, for a same processing rate of I/Os/second, different RTs
are obtained for each of a SATA drive and an FC disk drive. As
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such, when moving data storage tier of SATA drives to a
storage tier of FC drives, differences in performance charac-
teristics such as response times are taken into consideration in
accordance with techniques herein. An embodiment may
store data as represented by the curves of FIG. 13 in one or
more tables having rows and columns of data point values
(e.g., X and Y coordinates for a plurality of points). When
stored in tabular form, interpolation, curve fitting techniques,
and the like, may be used in connection with determining
values of X and Y coordinates lying between two existing
points stored in the table. When considering moving data
between devices of different types or more generally having
different device characteristics, such tables of performance
characteristic information may be used to determine, for a
given processing rate of I/Os per second, a modeled RT for
each of the different device types. For example, consider a
first storage tier of SATA drives and a second storage tier of
FC disk drives. In modeling performance based on a proposed
data movement, an aggregated or total processing rate for
each target tier may be determined, for example, using per-
formance data collected. For such a total processing rate on
the X-axis, a corresponding modeled RT value (Y-axis) may
be obtained for each storage tier using tables or curves, such
as illustrated in FIG. 13. An embodiment may use appropriate
performance curves for each of the different storage tiers and
associated technologies of the tiers. The performance curves
may be obtained for each storage tier based on observed or
collected data through experimentation. The particular
parameters or metrics of collected data used to obtain perfor-
mance curves to model expected RT may vary with storage
tier and underlying technology. For example, as described in
U.S. patent application Ser. No. 12/924,361, filed Sep. 24,
2010, TECHNIQUES FOR MODELING DISK PERFOR-
MANCE, which is incorporated by reference herein, perfor-
mance curves for modeling response times for disk drives is
described using total number of I/Os and 1/O size. Other
technologies such as flash-based drives may use other param-
eters in modeling to determine the appropriate performance
curve. For example, one approach to modeling flash-based
drives may utilize observed performance data related to total
number of I/Os, 1/0 size, and a ratio of read operations/write
operations. Additionally, data modeling for different storage
drives may utilize a feedback process. At a point in time, there
is a set of data representing the performance curve for a
particular drive. The actual measured RT of the drive for a
given workload in terms of I/Os per second, for example, may
be compared to a modeled RT value determined using the
performance curve for similar model parameter values.
Adjustments may be made to the modeled performance curve
based on differences between the measured RT and modeled
RT.

In connection with estimating thin device workloads, vari-
ous metrics that may be used are described herein and also in
U.S. patent application Ser. No. 12/924,396, filed Sep. 25,
2010, TECHNIQUES FOR STATISTICS COLLECTION IN
CONNECTION WITH DATA STORAGE PERFOR-
MANCE, which is incorporated by reference herein. Work-
load for thin devices may be determined in a variety of dif-
ferent ways in connection with determining the contributions
of'the thin device data portions that may be stored in multiple
thin device pools. One approach may be to examine the allo-
cation map and determine the workload of data portions based
on I/Os directed to the physical device where such data por-
tions are stored. However, an embodiment may use alterna-
tive approaches to estimate thin device workload due to addi-
tional resources consumed in connection with use of the
allocation map which may adversely impact performance.
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When data portions of a thin device are moved from a first
storage tier to a second storage tier, the related workload of
such data portions are moved to the target tier. In one embodi-
ment, storage for thin devices may be evenly distributed
across a pool of data devices comprising a thin device pool.
This results in even distribution of capacity and I/O workload
thereby making it possible to correlate I/O workload and
capacity allocation at the pool level rather than reading the
allocation map for each thin device. In other words, a work-
load for a thin device data portion having storage allocated
from a thin device pool of data devices may be estimated by
collecting thin device pool statistics and then apportioning an
amount of the workload indicated by the collected data dis-
tributed evenly across all data portions stored in the pool.

As discussed elsewhere herein, policies may be used to
determine when to promote data (map the data to a relatively
faster tier) and when to demote data (map the data to a rela-
tively slower tier). In particular, one such policy is a data
movement policy based on promotion and demotion thresh-
olds that may be determined using promotion and demotion
scores for data portions. In an embodiment herein, this may be
performed by first determining a score for different portions
of a storage space based on relative activity level and then
constructing promotion and demotion histograms based on
the different scores and the frequency of each. In connection
with thin devices, each of the data portions may correspond to
a logical extent for which such scores are determined. Exem-
plary ways in which the promotion and demotion scores may
be calculated are described above. The promotion and demo-
tion scores may be used, respectively, in connection with the
promotion and demotion histograms described below in more
detail. Generally, the scores may be characterized as reflect-
ing the I/O benefit to the host application and cost (e.g., in
terms of performance bandwidth) to the targeted storage
device tier. In connection with constructing the histogram, all
extents are ordered or sorted according to their scores, from
highest to lowest. Those extents having the highest scores are
generally those preferred to be selected for having storage
allocated from the highest performing tier. The histogram is
one way in which such scores may be sorted and utilized in
connection with techniques herein. It will be appreciated by
those of ordinary skill in the art that there are alternative ways
to define and compute the scores than as described herein. In
one embodiment described herein, the scores may be com-
puted differently for promotion and demotion to reflect the
difference in criteria related to data movement into and out of
storage tiers.

For purposes of illustration, consider an example of a
single SG which may use a group of data devices, and thus
physical devices, in three thin device pools—one for each of
three storage tiers such as illustrated in FIG. 8 A. Workload
statistics such as described in connection with FIG. 10 may be
computed for each extent and a promotion score may be
calculated for each extent in the SG. Also, assume that only
thin devices managed in accordance with techniques herein
for which data movement may be performed are located in the
SG and use the foregoing thin device pools.

Referring to FIG. 14, a histogram 1000 illustrates a plural-
ity of activity bins (buckets) and the frequency thereof. Each
vertical line of the histogram 1000 represents a bin corre-
sponding to a number of data portions (e.g., extents) having
the corresponding score. Determination of a score for a data
portion is discussed in more detail elsewhere herein. In an
embodiment herein, there are five thousand bins. Of course, a
different number of bins may be used instead. The height of
each bin represents a number (frequency) of data portions
having a particular score. Thus, the longer a particular vertical
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line, the more data portions there are having the correspond-
ing score. Note that the sum of all of the frequencies of the
histogram equals the total number of data portions of the
system. Note also that the sum of frequencies of a portion
between a first score and a second score equals the total
number of data portions having a score between the first and
second scores. As such, the total capacity allocated for a
particular bin assuming a fixed size data portion may be
determined as the mathematical product of the frequency of
data portions in the bin (of those data portions having allo-
cated storage) and the size of a data portion. If the data
portions in a bin may have varying size, then such sizes
corresponding to the allocated storage amounts for the data
portions may be summed to determine the total capacity of
storage allocated for the bin. In a similar manner, the modeled
response time (e.g., average) for the total cumulative work-
load (e.g., total I/Os/second) of those data portions may be
determined. The histogram 1000 also shows a first range
indicator 1002 and a second range indicator 1004. The first
range indicator 1002 corresponds to bins having a score from
S1 to SMAX (the maximum score). The second range indi-
cator 1004 corresponds to bins having a score of S2 to S1-1.
In an embodiment herein, there are three levels or tiers of
physical storage and data portions of the thin device having a
score corresponding to the first range indicator 1002 are pro-
moted (mapped) to a highest (fastest) level of storage and data
portions having a score corresponding to the second range
indicator 1004 are promoted (mapped) to a medium level of
storage. The remainder of the portions (i.e., that do not cor-
respond to either the first range indicator 1002 or the second
range indicator 1004) are not changed (are not promoted
based on the histogram 1000). Of course, it is possible to have
any number of storage levels. Thus, S1 may represent the
promotion score corresponding to the promotion threshold
for the first or highest storage tier so that all data portions
having a score at or above S1 are promoted to the highest
storage tier, or otherwise considered a candidate for such
promotion if not already located in the highest storage tier. In
a similar manner, S2 may represent the promotion score cor-
responding to the promotion threshold for the second storage
tier (next fastest) so that all data portions having a score at or
above S2 and below S1 are promoted to the second storage
tier, or otherwise considered a candidate for such promotion
if not already located in the second storage tier. It should be
noted that histogram of FIG. 14 used in connection with
promotion scores and also FIG. 16 (described below) in con-
nection with demotion scores may include scores for all data
portions under consideration or analysis. For example, as
described elsewhere herein in connection with other
examples, the techniques herein may be performed with
respect to a number of storage groups of thin devices having
their storage allocated from one or more storage pools so that
the thin devices have storage allocated from a set of physical
drives. In this case, the histograms may include scores with
respect to the foregoing data portions of the number of storage
groups under consideration and evaluation with the tech-
niques herein.

It should be noted that an embodiment using a histogram
may select a suitable number of bins or buckets and an inter-
val for each such bin. In one embodiment, the size of each bin
may be driven by a selected number of bins with each bin
having the same size. Additionally, an embodiment may use
different techniques in connection with mapping or convert-
ing the promotion and demotion scores to indices associated
with histogram bins. For example, an embodiment may use
linear scaling to set a lower boundary for buckets having an
associated index lower than a selected pivot value and may

10

15

20

25

30

35

40

45

50

55

60

65

32

use logarithmic scaling to set a lower boundary for buckets
above the pivot. Logarithmic scaling may be appropriate in
embodiments having larger scores or a wide range of scores in
order to scale the size of scores above the pivot. In such
embodiments, the score range associated with a bucket inter-
val above the pivot varies so that a reasonable number of data
portions are mapped to the associated bucket. Whether a
histogram or other suitable technique is used may vary with
the number of buckets, the number of data portions, and the
like.

Additionally, it should be noted that rather than have a
histogram with frequency on the Y-axis as in FIG. 14, an
embodiment may represent the total allocated capacity on the
Y-axis of the number of data portions having scores within a
particular bin. In other words, the height of the bucket or bin
represents the total allocated capacity of the scores mapped to
that bin. Other representations are possible besides histo-
grams in connection with determining promotion thresholds
and also demotion thresholds as described elsewhere herein
in more detail.

In connection with determining the first tier promotion
threshold S1 of FIG. 14, processing is performed to map a
number of data portions to the highest performing tier in
accordance with criteria including a combination of one or
more capacity limits and one or more performance limits. A
capacity limit may be specified for each storage tier for the SG
in an AP associated with the SG as described above. Addi-
tionally, a capacity limit indicating the physical maximum
amount of storage capacity as a physical characteristic of the
drives may also be considered since it may be possible in
some embodiment to exceed the maximum capacity of the
drives prior to exceeding the capacity limits in accordance
with an AP. Additionally, one or more sets of performance
limits may be specified for each storage tier. In one embodi-
ment, performance limits may be specified in terms of
response time for each tier. An embodiment may define one or
more sets of predetermined response time performance limits
for storage tiers where such sets of response time limits may
also referred to as performance or comfort zones. Each set
contains a response time limit for each storage tier that may be
the target of promotion. In one embodiment, limits are not
specified for the bottom tier. In one embodiment, seven com-
fort zones may be specified where each zone includes a
response time limit for the first highest performing storage
tier, such as flash-based tier, and the second highest perform-
ing tier, such as FC disk drives. For example, the following
response time performance limits may be specified for seven
comfort zones in the embodiment having 3 storage tiers:

Comfort EFD/flash FC disk
Zone Response Time (ms) Response Time (ms)
1 1 6
2 2 10
3 3 14
4 4 18
5 6 25
6 8 40
7 10 50

Of course, an embodiment may provide any number of com-
fort zones more or less than seven and for a different number
of storage tiers. Additionally, the foregoing values are exem-
plary and may vary with technology, drive vendor, and the
like. Generally, values specified as the performance limit
metrics, such as response times, may vary with the workload
of'a particular system and may be determined in any suitable
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manner. For example, values for the foregoing metrics may be
made based on knowledge regarding particular workload of a
system and typical performance of drives of different storage
tiers in a system. In this manner, limits specified may be
realistic and in accordance with typical workload perfor-
mance within a system. It should be noted that the foregoing
limits may also be selected based on end user performance
requirements. Additionally, as noted elsewhere herein,
although response time is used as the workload or perfor-
mance metric in connection with the foregoing comfort
zones, other performance criteria metrics may be used in
combination with, or as an alternative to, response time. For
example, an embodiment may use utilization as a metric in a
manner similar to response time in connection with tech-
niques herein. That is, just as comfort zones include response
time limits for storage tiers, comfort zones may include other
criteria such as a utilization for each storage tier. As known in
the art, utilization of a resource, such as a physical drive or
with respect to physical drives of a storage tier, may be
defined as a metric measuring an amount of time a device is
utilized or in a non-idle state. For example, utilization for a
storage tier may be represented as a percentage (e.g., based on
aratio of an amount oftime the physical devices of the storage
tier are in the non-idle state/total amount of time). The fore-
going utilization metric may represent the average utilization
for a storage tier determined over a period of time.
Generally, processing may be performed to determine a set
of' promotion thresholds S1, S2 of FIG. 14 in accordance with
criteria including capacity limits and a set of performance
limits for a single comfort zone. The processing traverses the
histogram, from highest score to lowest score, mapping data
portions to the first storage tier until either the capacity limit
for the first storage tier is reached or until the response time
performance limit for the first storage tier is reached. For each
storage tier, a performance counter is maintained indicating a
modeled current /O processing rate and associated modeled
response time based on those data portions currently mapped
to the storage tier. As described elsewhere herein, perfor-
mance curves such as illustrated in FIG. 13 may be used in
modeling current performance for each storage tier based on
data portions currently mapped to the storage tier when tra-
versing the histogram scores. As each bucket or bin of the
histogram has its data portions mapped to the first storage tier,
the performance counter (indicating an updated modeled tier
RT)1is updated to reflect the modeled performance for the first
storage tier as also including the additional data portions of
the bucket now newly mapped to the first storage tier. For
example, as a bucket of data portions is mapped to the first
storage tier, the performance or workload information attrib-
uted to the newly added data portions in combination with
those data portions already mapped to the first storage tier
may be input to the appropriate storage tier performance
model to determine a modeled aggregate response time. For
example, as described above, one disk performance model for
SATA and FC disk drives may use as the following as mod-
eling inputs—total number of I/Os (e.g., used to determine
the number of I/Os per second or other unit of time) and I/O
size (or average 1/O size of the total number of I/Os consid-
ered)—as collected or observed for the data portions. With
these modeling inputs for the aggregated data portions
mapped to the first storage tier, the modeling technique may
use performance curves to determine an estimated or mod-
eled response time for the physical storage devices in the
storage tier based on the aggregate workload of the existing
data portions currently mapped to the first storage tier and the
additional data portions now also mapped to the first storage
tier. In a similar manner, processing may track the current
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amount of storage of the first tier consumed via the mapping
so far. After each bucket of data portions is additionally
mapped to the first storage tier to hypothetically represent or
model movement of such data portions to the first storage tier,
a determination may be made as to whether any of the capac-
ity limits or the response time performance limit for the first
tier has been reached or exceeded. If so, the score associated
with the current bucket is the promotion threshold. Thus, all
data portions in buckets higher than the current bucket (e.g.,
scores exceeding that of the current bucket) are candidates for
promotion to the first storage tier. It should be noted that in
connection with the foregoing promotion threshold, the score
used as the promotion threshold may be the upper limit of the
bucket interval (e.g., score range) for the current bucket at
which at least one of the capacity limits or response time
performance limits was exceeded during histogram traversal.
In connection with response time performance modeling
for a storage tier, as described elsewhere herein with thin
devices, the additional I/Os associated with the data portions
being added (via mapping) to a storage pool of a particular
storage tier may be modeled as being evenly distributed
across drives of the storage pool. In the simplified example
described herein with only a single storage pool, the modeled
storage pool response time is also the modeled storage tier
response time. In the event of multiple storage pools in a
single tier where all such pools are used by the SG, an
embodiment may choose to evenly distribute the added 1/O
operations across all drives of the storage pool. As described
elsewhere herein, a simplifying assumption is that there are
no other consumers of the storage tier capacities than those
thin devices under device management using the techniques
herein. Inthe event that there are other types of devices having
associated data stored on the storage tiers, the amount of
storage consumed and the workload of such device may be
considered when determining whether capacity and perfor-
mance limits have been reached. It should be noted that the
even distribution modeling as described above may reflect
that which is actually performed by the storage tiers and
devices therein being evaluated in connection with thin
device storage allocation. If an embodiment allocates thin
device storage in a different manner, then such modeling
should reflect that which is performed in the embodiment.
In a similar manner, a promotion threshold for the second
storage tier is determined by performing processing as
described above for the first tier with the difference that the
processing is performed for the second storage tier until either
the capacity limits or response time performance limit of the
first zone are reached for the second storage tier. The forego-
ing capacity limits and response time performance limits vary
with each storage tier. Processing that maps data portions to
the second storage tier resumes with the last unmapped data
portion from the previous storage tier processing (e.g., the
bucket of data portions of the histogram causing a limit of the
first storage tier to be reached). In this manner, data portions
which were not mapped to first tier storage are automatically
mapped to storage in the next highest tier and processing for
the second storage tier thereby resumes with the last
unmapped data portion. At the end of the second storage tier
processing for the current zone, the second storage tier pro-
motion threshold S2 is determined as illustrated in FIG. 14.
Referring to FIG. 15, shown is a flowchart of steps sum-
marizing processing as described above in connection with
determining a single promotion threshold for a single target
tier using criteria including capacity limits and comfort zone
response time limits for the target tier as specified in a single
zone of performance limits. Thus, flowchart 1050 may be
executed twice to determine, for the first zone, the two pro-
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motion thresholds S1 and S2 of FIG. 14. At step 1052, ini-
tialization processing is performed. Step 1052 includes ini-
tializing a variable, AMT, that keeps track of the amount of
storage portions to zero. Step 1052 also includes initializing
an index variable, I, to the maximum score (highest bin). In an
embodiment herein, there are five thousand bins, so I would
be set to five thousand at the step 1054. Of course, other
numbers of bins are also possible. Following step 1052 is step
1054 where AMT is incremented by FREQ][I], the amount of
data mapped to bin 1. Following the step 1054 is step 1056
where an updated modeled tier RT is determined. At step
1058, a determination is made as to whether any of the capac-
ity limits and/or response time performance limit for the
current tier have been exceeded. Step 1058 may include com-
paring the updated modeled tier RT to the response time
performance limit for the current zone and current target
promotion tier. Step 1058 may include comparing the current
amount of capacity of the target tier consumed via the mod-
eled mapping represented by AMT to the AP capacity limit.
As described elsewhere herein, the total capacity consumed
across one or more bins may be determined based on the
cumulative frequencies of those bins and the amount of allo-
cated storage of the data portions in the foregoing one or more
bins. Step 1058 may include comparing the current amount of
capacity of the target tier consumed via the modeled mapping
represented by AMT to the SG capacity limit such as may be
based on the physical drive capacity limits. If it is determined
at the test step 1058 that none of the established limits have
been exceeded, then control passes from the test step 1058 to
a step 1062 where the index variable, I, is decremented.
Following the step 1062, control passes back to the step 1054
for another iteration. If any one or more of the foregoing
limits are exceeded, step 1058 evaluates to yes and control
proceeds to step 1064 where a score threshold is assigned the
value of 1. Data portions having a score of 1 or higher are
promoted to the highest level of storage. Following the step
1064, processing is complete.

The methodology for determining score values used to map
data portions (indicating promotion candidates) to one or
more intermediate storage levels may be similar to that
described above in connection with the flow chart 1050. In the
case of intermediate storage levels though, the index variable
I'would be initialized to a score that is one less than the lowest
score of the next highest storage level. For example, if storage
portions having a score of 4500 to 5000 are assigned to the
highest storage level, then the index variable, I, would be
initialized to 4499 in connection with determining scores for
an intermediate storage level just below the highest storage
level.

Once promotion threshold processing has completed for
the current zone, demotion threshold processing is performed
as will now be described.

Referring to FIG. 16, shown is a histogram 1100 similar to
the histogram 1000, discussed above which illustrates a plu-
rality of scores and the frequency thereof. The histogram
1100 may be used to determine which of the data portions (if
any) may be demoted (e.g., mapped to relatively slower
physical storage). In some embodiments, the histogram 1100
may be identical to the histogram 1000. In other embodi-
ments, the histogram 1100 may be different than the histo-
gram 1000 because the scores for the histogram 1000 used for
promotion may be different than the scores for the histogram
1100 used for demotion. Determination of promotion and
demotion scores is discussed in more detail elsewhere herein.
The histogram 1100 also shows a first range indicator 1102
and a second range indicator 1104. The first range indicator
1102 corresponds to bins having a score from SMIN (the
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minimum score) to S1. The second range indicator 1104
corresponds to bins having a score of S1+1 to S2. In an
embodiment herein, there are three levels of storage and
storage portions having a score corresponding to the first
range indicator 1102 may be demoted (mapped) to a lowest
(slowest) third tier of physical storage and storage portions
having a score corresponding to the second range indicator
1104 may be demoted (mapped) to a medium or second tier of
storage. The remainder of the portions (i.e., that do not cor-
respond to either the first range indicator 1102 or the second
range indicator 1104) are not changed (are not demoted based
on the histogram 1100). Of course, it is possible to have any
number of storage levels.

In an embodiment, the demotion threshold for a tier may be
determined in any suitable manner. For example, an embodi-
ment may select a demotion threshold with respect to demot-
ing a data portion from a storage tier based on the threshold
score determined as the promotion threshold for the storage
tier. The demotion threshold may be selected as a score that is
the same or lower than the promotion threshold. For example,
the demotion threshold may be determined using a constant
factor by which the promotion threshold for the same storage
tier is multiplied. (e.g. promotion threshold for a
tier=1.2*demotion threshold for a storage tier). The forego-
ing may introduce a stationary zone between the promotion
and demotion thresholds for a tier where scores falling this
stationary zone are neither promoted or demoted with respect
to the storage tier. Introduction of the stationary zone may
serve as one mechanism that may be included in an embodi-
ment to limit thrashing with respect to repeatedly promoting
and then demoting the same data portions having scores
which border the promotion or demotion threshold for a stor-
age tier. The demotion threshold may be selected so that it is
always equal to or less than the storage capacity for the SG as
may be specified in an associated AP.

In an embodiment herein, the processing performed for
demoting data portions (extents) may be similar to processing
described in connection with FIG. 15 with the difference that
processing may be reversed so that, for example, the portions
to be demoted to the lowest level of storage may be deter-
mined prior to higher storage tiers by initially beginning with
setting [ in step 1052 to SMIN and incremented in each
iteration. In such an embodiment, storage capacity limits
and/or performance limits may be utilized as may be provided
in connection with an embodiment. For example, an embodi-
ment may not provide performance limits for the lowest/
slowest performing tier but may provide such limits for other
tiers. In this case, an embodiment may determine demotion
thresholds based on the criteria provided (e.g., if performance
limits are not provided for the third storage tier (e.g., slowest)
then only capacity limits may be used for the third storage tier.

In some embodiments, when a data or storage portion (e.g.,
an extent) is selected for promotion, only active subportions
(e.g., subextents) are promoted while inactive subportions
remain at their current storage level. In an embodiment
herein, a subportion is considered active if it has been
accessed in the previous 4'4 days and is considered inactive
otherwise. Of course, other appropriate criteria may be used
to deem subportions either active or inactive. In some
embodiments, when a data portion (e.g., an extent) is selected
for demotion, the entire storage portion may be demoted,
irrespective of activity level of subportions. In addition, in
some embodiments, appropriate mechanism(s) may be pro-
vided to reduce the amount of data that is demoted so that
more data is maintained on relative faster physical storage
devices. Each extent may be evaluated for promotion first as
described above and then for demotion if it has not otherwise
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qualified for promotion. If an extent does not qualify for
promotion or demotion, then no data movement is modeled
for the extent and subsequently the extent is also not a can-
didate for data movement with respect to a set of criteria (e.g.,
capacity limits and performance zone limits) currently being
evaluating through modeling using techniques herein. It
should be noted that an extent that qualifies for promotion
may not then subsequently be a candidate for demotion. Thus,
a candidate that qualifies first for promotion may then be
removed as a possible demotion candidate.

After processing is performed for the first and second stor-
age tiers to determine promotion and demotion thresholds
using capacity limits and the first zone’s performance limits,
an overall performance metric for the SG using the physical
drives of the storage tiers just processed is determined. In one
embodiment, this performance metric may be the modeled
average response time (RT) for the SG across all storage tiers
just processed and may be represented in EQUATION 6 as:

Average RT=(1/Total I/Os per second)*ZALL_TIERS
(RT of tier* /O operations per second for the tier)

In EQUATION 6, “Total I/Os per second” is the total number
or aggregate of I/Os per second across all physical devices of
the SG, “ZALL_TIERS” is the mathematical summation of
the product represented by “(RT of tier*I/O operations per
second for the tier)”. It should be noted that the “RT of tier”
may represent the average response time of physical devices
in a particular tier. Additionally, EQUATION 6 may generally
be determined with respect to all SGs and devices thereof
currently being evaluated using the techniques herein. The
foregoing Average RT may serve as an overall metric regard-
ing performance of the entire SG across all storage tiers
considered to determine whether the modeled performance
using the response time limits for the first zone is preferable
over other response time limits of another zone. The forego-
ing EQUATION 6 is a weighted average response time cal-
culation that considers the number of I/Os with a given
response time. Alternatively, an embodiment may compute an
average RT including separate weightings related to technol-
ogy type. It should be noted in connection with computing the
average RT for the SG using EQUATION 6, the RT for each
storage tier of the SG is utilized. This RT for each storage tier
may be the last modeled RT computed during the histogram
traversal as a result of performing promotion and demotion
threshold determination and modeling the performance of
such proposed data movement candidate data portions. It
should be noted that if other criteria, such as utilization, are
used in addition to or as an alternative to RT, then an embodi-
ment may compute an overall or average metric across all
storage tiers similar to as described above with EQUATION
6. For example, if zones of performance limits are defined for
utilization limits for the storage tiers, then a metric for com-
puting average utilization across all storage tiers of devices
being evaluated may be used to represent the overall perfor-
mance criteria used in selecting a set of performance limits in
combination with capacity limits, and also the associated
promotion/demotion thresholds.

In a similar manner as just described for the first set of
performance limits of the first zone, processing is also per-
formed for the next zone 2 (e.g., using the second set of
performance limits). Thus, promotion thresholds and an aver-
age RT using EQUATION 6 are produced as a result of
processing in accordance with capacity limits in combination
with performance limits of each zone. After each zone is
processed for candidate promotion and demotion thresholds,
a determination may be made as to whether to stop further
evaluating remaining zones. Such a determination may be
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made by comparing a first value for the average RT deter-
mined using EQUATION 6 for a current zone with second
value for the average RT determined using EQUATION 6 for
the previously processed zone. For example, after determin-
ing promotion and demotion thresholds using zone 1 perfor-
mance limits in combination with capacity limits (zone 1
scenario) and then zone 2 performance limits in combination
with capacity limits (zone 2 scenario), the average RT asso-
ciated with the zone 1 scenario may be compared to the
average RT associated with the zone 2 scenario. If the average
RT for zone 2 scenario does not indicate a sufficient or thresh-
old level of improvement over the average RT for zone 1, then
no further zones may be evaluated. An embodiment may
define a threshold value that represents the minimum amount
of improvement expected in order to continue evaluating
further zone scenarios (e.g., determining promotion and
demotion thresholds using capacity limits and performance
limits for subsequently defined zones): An embodiment may
determine a difference in metric values obtained for the aver-
age RT for the two zone scenarios to be compared. An
improvement between zone scenarios may be determined if
there is decrease in the average RT (e.g., lower average RT
means better overall performance). This decrease may be
larger than the threshold in order for a sufficient level of
improvement to be determined. Alternatively, an embodiment
may set the threshold value to zero so that any decrease in
average RT between scenarios is considered sufficient
improvement to proceed with evaluating further zone perfor-
mance limits in combination with capacity limits.

It should be noted that if one of the capacity limits has been
exceeded on a preceding iteration of processing for the prior
zone, processing using subsequent zones stops. The process-
ing described herein assumes that the lowest storage tier has
sufficient capacity to accommodate storage for any data por-
tions not mapped to the other storage tiers.

Referring to FIG. 17, shown is a flowchart 1200 of steps
that may be performed in an embodiment in evaluating and
modeling performance for different performance limits in
combination with capacity limits in an embodiment in accor-
dance with techniques herein. The steps of 1200 summarize
processing described above. At step 1202, one or more his-
tograms may be constructed. In step 1204, current zone is set
to 1 in connection with commencing processing for the first
zone’s performance limits. At step 1206, promotion and
demotion thresholds are determined in accordance with the
capacity limits and performance limits of the current zone.
Selection of such thresholds is followed by modeling pro-
posed data movements and determining modeled RTs for all
storage tiers for the one or more SGs. At step 1208, the
modeled average RT is determined as an overall performance
metric across all storage tiers for the one or more SGs. At step
1210, a determination is made as to whether the first zone is
currently being processed. If so, control proceeds to step
1214. Otherwise, control proceeds to step 1211 where a deter-
mination is made as to whether there has been sufficient
improvement with respect to the modeled average RT values
for the current zone scenario and the previous zone scenario.
If step 1212 evaluates to no, processing stops. If step 1212
evaluates to yes, control proceeds to step 1214 where a deter-
mination is made as to whether the capacity limit has been
reached. Step 1214 may examine any one or more capacity
limits defined such as, for example, capacity limits (e.g., per
storage tier, overall SG capacity limits, and the like) as may be
defined in an AP, physical limits of drive capacities, and the
like. If any one of these capacity limits has been exceeded,
step 1214 may evaluate to yes and processing may stop. If
step 1214 evaluates to no, control proceeds to step 1216 to
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increment current zone to the next zone. At step 1218, a
determination is made as to whether this is the last zone. If so,
processing stops. Otherwise, control proceeds to step 1206.

It should be noted that FIG. 17 illustrates only one particu-
lar way in which the performance limit criteria and capacity
limit criteria may be used in connection with selecting pro-
motion and/or demotion thresholds based on stopping crite-
ria. An embodiment may vary the stopping criteria. For
example, an embodiment may perform the foregoing evalu-
ation of all zones of performance limits and capacity limit(s)
and determine an average RT value across all storage tier
using EQUATION 6, for each such zone, without consider-
ation of the stopping criteria at steps 1212 and/or 1214 and
then select the performance zone limits resulting in the best
relative average RT across all storage tiers. As another varia-
tion, an embodiment may terminate processing and evalua-
tion of subsequent performance zone limits upon finding a
first such zone having performance limits that results in a
modeled average RT that is above a defined threshold. Thus,
an embodiment in accordance with techniques herein may
vary the stopping criteria specified in connection with FIG.
17.

Once processing as described in FIG. 17 is completed, the
promotion and demotion thresholds associated with the zone
having performance limits resulting in the minimum average
RT may be selected for implementation in connection with
actually performing the previously modeled data movements.
This is described and summarized now with reference to FIG.
18.

With reference to FIG. 18, at step 1302, performance zone
limits are selected having the minimum associated average
response time as modeled. It should be noted that if other
performance criteria and associated limits, such as in connec-
tion with utilization limits described elsewhere herein, is
utilized, step 1302 may include considering other overall
performance metrics besides the average response time
across all storage tiers. For example, an embodiment may also
consider the overall average utilization across all storage
tiers. If the embodiment utilizes more than one overall per-
formance metric, then step 1302 may include evaluating the
combination of the overall performance metrics. For
example, an embodiment may weight each overall perfor-
mance metric in connection with step 1302 to select a par-
ticular performance zone and associated limit criteria. At step
1304, data movements (e.g., promotion and demotions for the
multiple storage tiers) may be performed based on criteria
including the promotion and demotion thresholds determined
for the selected performance zone limits of step 1302. In step
1306, performance zones may be re-evaluated as needed
using techniques described herein. Additionally, the response
time limits of the performance zones may also be modified as
needed to adjust for any workload changes in the system. In
other words, as described elsewhere herein, the performance
zones defined should set forth reasonable response time limits
based on workload of the system being evaluated. The per-
formance zones may set forth response time criteria that
varies as the system workload may vary in order to appropri-
ately and automatically adjust response time limits to accom-
modate for such variations in workload dynamically. It
should be noted that the re-evaluation at step 1306 may be
performed in response to an occurrence of any suitable event.
For example, such re-evaluation may be performed periodi-
cally (e.g., upon the occurrence of a predefined time interval),
in response to measured or observed system performance
reaching a threshold level (e.g., when the measured or moni-
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tored response time of the data storage system reaches a
defined threshold level), in response to a user’s manual selec-
tion, and the like.

For purposes of simplification, examples above considered
a single SG. An embodiment may evaluate multiple SGs in
combination ifthey share physical devices or defined pools of
devices so that there is a dependency in that they utilize the
same data storage resources. Additionally, there may be other
consumers of the physical devices beside those under man-
agement of an optimizer or other component using the tech-
niques herein for data movement. For example, there may be
devices which not under management of such a component
performing data movement using techniques herein for any
one or more reasons. When considering the performance
limits of storage tiers, an embodiment may determine a per-
formance baseline associated with such devices representing
the workload of such devices in the system since such devices
may be viewed as having consumed or utilized a portion of the
allowable performance limits. The performance baseline may
be defined as disk utilization or a response time value that a
physical storage device or drive would have if the drive only
hosted data storage for devices that are not under manage-
ment by a component using the techniques herein. In one
embodiment this may include those portions of thin devices
which may not be moved between physical devices such as
between storage tiers. An embodiment may determine the
baseline performance in any suitable manner for unmovable
thin devices. For example, an embodiment may determine the
data or thick devices included in a thin device pool servicing
the thin device and obtain performance data for each such
data device in the thin pool. There is an assumption that the
embodiment provides for an distribution of workload within
pool data devices. Performance data may be obtained for each
moveable thin device using the thin device pool where such
performance data indicates the thin device workload as dis-
tributed over data devices of the thin pool. For each such data
device, the workload associated with unmovable thin devices
may be determined by subtracting the distributed movable
thin device workload associated with the data device from the
observed workload of the data device. In other words, for a
data device, the workload of the data device attributable to the
moveable thin device is subtracted from the total workload of
the data device. The result of the foregoing is an estimate of
the data device workload attributable to non-moveable thin
device portions.

In connection with the defined performance or comfort
zones described herein, it should be noted that such zones are
determined for the particular resource or service that may be
consumed or utilized. In a similar manner, zones may be
defined and evaluated in connection with other resources or
services which are consumed or utilized in the data storage
system. For example, zones and performance modeling varia-
tions may be modeled in connection with varying the amount
of cache where cache limits may be placed on data cached for
particular thick or data devices, thin devices, and other enti-
ties which consume cache. As another example, zones of
performance limits may be specified for varying performance
limits related to one or more DAs that service physical data
storage devices. In a similar manner as described herein for
storage tiers of physical devices, different performance crite-
ria may be specified in terms of performance zones of limits.
For example, with respect to DAs, utilization may be used as
a performance metric for which comfort zones are defined.

In connection with avoiding thrashing, described herein
are several techniques that may be utilized such as related to
using weighting of long term and short term metrics (e.g.,
FIG. 10) and using a stationary zone between demotion and
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promotion thresholds for a storage tier. An embodiment may
use different techniques to avoid large changes in promotion
and demotion thresholds selected and utilized in successive
time periods. An embodiment may determine a running aver-
age with respect to promotion and/or demotion thresholds
determined using the techniques herein and use the running
average as the actual threshold when implementing data
movements. The running average of promotion and/or demo-
tion thresholds may be determined, for example, over a period
of time, or using N previous threshold values. An embodi-
ment may also increase the number of performance zones
evaluated.

It should be noted that the criteria which is evaluated using
techniques herein may include capacity limits and perfor-
mance limits. The processing performed herein provides for
adaptive tier overloading protection by allowing the system to
automatically select from different sets or zones of perfor-
mance limits as system workload changes. The particular
performance limit criteria of response time specified for each
tier in each zone is only an example of a performance limit
criteria that may be used in an embodiment. For example,
performance limit criteria may use one or more other metrics
other than response time, such as I/O processing rate (e.g.,
number of I/Os/second), # reads/second, # writes/second,
service time, queue waiting time or wait time, length and/or
number of wait queues, and the like. These one or more other
metrics may be used alone or in combination with response
time limits. Furthermore an embodiment may associate a
different weighting factor with each of the different metrics
included in performance limits specified for a zone. The
weights used for each of the different metric may vary with
performance zone. Furthermore, the actual metrics may also
vary with performance zone. For example, it may be that for
afirst zone, a particular response time limit is being evaluated
and other performance limit criteria is also included for evalu-
ation. This additional performance limit criteria (e.g., an
additional metric) may not considered in evaluation with
other response time limits of other zones.

Furthermore, the particular overall metric of average
response time used to select between evaluated performance
zones may vary in an embodiment from what is described
herein. For example, an embodiment may use a different
metric other than average response time, or may use the
average response time metric, alone or in combination with,
other overall performance criteria to evaluate and select
between performance zone limits. For example, as described
elsewhere herein, an embodiment may also use utilization as
the performance metric, alone or in combination with,
response time. In such an embodiment, comfort zones of
utilization values may be specified and an average utilization
may be determined across all storage tiers in a manner similar
to calculating and using average response time in EQUA-
TION 6. Utilization may also be modeled in a manner similar
to response time as described, for example, in connection
with FIG. 13 (e.g, use modeled utilization curves with I/Os
per second on the X-axis and utilization on the Y-axis as may
be determined through observed and collected data).

It should be noted that although the techniques described
herein are used with thin devices providing virtual storage
provisioning, the techniques herein may also be used in con-
nection with other types of devices such as those not provid-
ing virtual provisioning.

The techniques herein may be performed by executing
code which is stored on any one or more different forms of
computer-readable media. Computer-readable media may
include different forms of volatile (e.g., RAM) and non-
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volatile (e.g., ROM, flash memory, magnetic or optical disks,
or tape) storage which may be removable or non-removable.

While the invention has been disclosed in connection with
preferred embodiments shown and described in detail, their
modifications and improvements thereon will become readily
apparent to those skilled in the art. Accordingly, the spirit and
scope of the present invention should be limited only by the
following claims.

What is claimed is:
1. A method for evaluating data movement alternatives
comprising:
receiving a set of criteria including capacity limits and
performance limits, said performance limits including a
plurality of sets of performance limits, each of said
plurality of sets including a plurality of performance
limits for a plurality of storage tiers, each of said plural-
ity of performance limits of said each set specifying a
threshold level of performance for a different one of the
plurality of storage tiers;
performing first processing to evaluate a plurality of alter-
natives for use in data movement with respect to a set of
logical devices having data stored on a set of physical
storage devices, each of said plurality of alternatives
including a different set of data movement criteria com-
prising said capacity limits and a different one of said
plurality of sets of performance limits, said set of physi-
cal storage devices comprising at least a first physical
device of one of said plurality of storage tiers and a
second physical device of another one of said plurality of
storage tiers, wherein, for said each alternative, said first
processing includes modeling performance of a first of
the plurality of storage tiers when hypothetically storing
first data portions of the logical devices in the first stor-
age tier, said first data portions not exceeding a first
performance limit, for the first storage tier, from the
different one of the plurality of sets of performance
limits, said first performance limit specifying a thresh-
old level of performance for the first data portions of the
logical devices stored in the first storage tier;

determining a plurality of overall performance metrics,
wherein each of the plurality of overall performance
metrics denotes average modeled performance across
said set of physical devices for an associated one of the
plurality of alternatives including an associated one of
the plurality of sets of performance limits; and

selecting one of said plurality of sets of performance limits
having an associated one of the plurality of overall per-
formance metrics that is better than any other of said
plurality of overall performance metrics.

2. The method of claim 1, wherein each of said plurality of
storage tiers includes storage devices having any of different
technology and different performance characteristics than
other storage devices included in others of said plurality of
storage tiers.

3. The method of claim 2, wherein a data storage system
includes at least three storage tiers comprising said first stor-
age tier being a highest performing storage tier including
solid state storage devices, a second storage tier being a
middle performing storage tier including disk drives, and a
third storage tier being a lowest performing storage tier
including disk drives, and wherein said plurality of storage
tiers includes at least said first storage tier and said second
storage tier.

4. The method of claim 1, wherein said capacity limits
include a capacity limit for a defined storage group of said set
of'logical devices.
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5. The method of claim 1, wherein said first processing
includes determining a promotion threshold for each of said
plurality of storage tiers.

6. The method of claim 1, wherein said first processing
includes determining a demotion threshold for each of said
plurality of storage tiers.

7. The method of claim 1, wherein said logical devices
include one or more thin devices, each of said thin devices
being a virtually provisioned device.

8. The method of claim 7, wherein each of said thin devices
has logical address range representing a presented storage
capacity of said each thin device, and wherein at least a
portion of said logical address range is not mapped to physical
storage indicating that physical storage is not allocated for
said portion.

9. The method of claim 1, wherein said method is per-
formed in connection with optimization processing to opti-
mize data storage system performance.

10. The method of claim 1, wherein said set of physical
storage devices is used to store data portions of said set of
logical devices and a second set of one or more logical
devices, wherein said set of logical devices is defined to allow
data movement between different ones of said physical stor-
age devices and said second set of logical devices is defined to
not allow data movement between different ones of said
physical storage devices.

11. The method of claim 10, farther comprising:

determining a performance baseline for said second set of

logical devices, said performance baseline being defined
as a measurement of workload of said second set of
logical devices that is directed to said set of physical
storage devices.

12. The method of claim 1, wherein each of said plurality of
sets of performance limits includes any one or more of a
response time limit and a utilization limit for each of said
plurality of storage tiers.

13. The method of claim 1, wherein each of said overall
performance metrics is an average response time modeled for
said set of physical devices for an associated one of the
plurality of alternatives.

14. The method of claim 13, wherein said capacity limits
include a plurality of maximum values each identifying a
maximum amount of one of the plurality of storage tiers
available for consumption, and wherein said first processing
includes evaluating a first of said plurality of alternatives and
proceeding to evaluate a second of said plurality of alterna-
tives if said capacity limits have not been exceeded.

15. The method of claim 14, wherein evaluation of the
second alternative is performed if modeling of said first alter-
native indicates that said first alternative is determined to
improve performance with respect to said set of physical
devices by a threshold amount.

16. A computer readable medium comprising code stored
thereon for evaluating data movement alternatives, the com-
puter readable medium comprising code stored thereon that,
when executed, performs a method comprising:

receiving a set of criteria including capacity limits and

performance limits, said performance limits including a
plurality of sets of performance limits, each of said
plurality of sets including a plurality of performance
limits for a plurality of storage tiers, each of said plural-
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ity of performance limits of said each set specifying a
threshold level of performance for a different one of the
plurality of storage tiers;
performing first processing to evaluate a plurality of alter-
natives for use in data movement with respect to a set of
logical devices having data stored on a set of physical
storage devices, each of said plurality of alternatives
including a different set of data movement criteria com-
prising said capacity limits and a different one of said
plurality of sets of performance limits, said set of physi-
cal storage devices comprising at least a first physical
device of one of said plurality of storage tiers and a
second physical device of another one of said plurality of
storage tiers, wherein, for said each alternative, said first
processing includes modeling performance of a first of
the plurality of storage tiers when hypothetically storing
first data portions of the logical devices in the first stor-
age tier, said first data portions not exceeding a first
performance limit, for the first storage tier, from the
different one of the plurality of sets of performance
limits, said first performance limit specifying a thresh-
old level of performance for the first data portions of the
logical devices stored in the first storage tier;

determining a plurality of overall performance metrics,
wherein each of the plurality of overall performance
metrics denotes average modeled performance across
said set of physical devices for an associated one of the
plurality of alternatives including an associated one of
the plurality of sets of performance limits; and

selecting one of said plurality of sets of performance limits
having an associated one of the plurality of overall per-
formance metrics that is better than any other of said
plurality of overall performance metrics.

17. The computer readable medium of claim 16, wherein
each of said plurality of storage tiers includes storage devices
having any of different technology and different performance
characteristics than other storage devices included in others
of said plurality of storage tiers.

18. The computer readable medium of claim 17, wherein a
data storage system includes at least three storage tiers com-
prising said first storage tier being a highest performing stor-
age tier including solid state storage devices, a second storage
tier being a middle performing storage tier including disk
drives, and a third storage tier being a lowest performing
storage tier including disk drives, and wherein said plurality
of storage tiers includes at least said first storage tier and said
second storage tier.

19. The method of claim 1, wherein each of said plurality of
sets of performance limits specifies a different performance
limit for each storage tier that is a target for data promotion
and does not specify a performance limit for a storage tier that
is not a target for data promotion.

20. The method of claim 1, wherein said set of physical
devices includes physical devices of N storage tiers, N being
an integer greater than 2, and wherein each of said plurality of
sets of performance limits includes N-1 performance limits
for a highest performing N-1 of the N storage tiers and each
of'said plurality of sets of performance limits does not include
a performance limit for a lowest performing of the N storage
tiers.



