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(57) ABSTRACT

In some aspects, techniques for wireless signal decoding are
described. In some instances, a number of superposition
codes are computed based on a set of orthogonal binary
codes. The set of orthogonal binary codes includes multiple
subsets; each superposition code corresponds to one of the
subsets and includes a combination of the binary codes in the
corresponding subset. One of the subsets is selected based on
a correlation between a wireless signal and the superposition
code that corresponds to the subset. One of the binary codes
is then selected from the selected subset based on a correla-
tion between the wireless signal and the binary code. The
wireless signal is decoded based on the selected binary code.
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1
IDENTIFYING A CODE FOR SIGNAL
DECODING

BACKGROUND

This specification relates to identifying a code for signal
decoding.

Communication signals can be encrypted, orthogonalized,
randomized, or otherwise manipulated using a large set of
codes during transmission in a communication network. For
example, scrambling codes can be used to distinguish the
distinct transmitters of communication signals in a commu-
nication network. In the case of WCDMA uplink transmis-
sions, users are assigned orthogonal scrambling codes
derived from a very large set. A set can have a large number of
codes (e.g., 22*=16,777,216).

SUMMARY

In a general aspect, a code is identified for decoding a
wireless signal.

In some aspects, a method of decoding a wireless signal
includes identifying multiple superposition codes based on a
set of orthogonal binary codes. The set includes a number of
subsets; each superposition code corresponds to one of the
subsets and includes a combination of the binary codes in the
corresponding subset. A first subset of the number of subsets
is selected based on a correlation between a wireless signal
and a first superposition code. The first superposition code
corresponds to the first subset. A first binary code is selected
from the first subset based on a correlation between the wire-
less signal and the first binary code. The wireless signal is
decoded based on the first binary code.

In some aspects, a wireless signal processing system
includes a radio system configured to detect a wireless signal
and a data processing system. The data processing system is
configured to obtain the wireless signal and superposition
codes. The superposition codes are based on a set of orthogo-
nal binary codes, and the set includes a number of subsets.
Each superposition code corresponds to one of the subsets
and includes a combination of the binary codes in the corre-
sponding subset. A first subset is selected based on a correla-
tion between the wireless signal and a first superposition
code. The first superposition code corresponds to the first
subset. A first binary code is selected from the first subset
based on a correlation between the wireless signal and the first
binary code. The wireless signal is decoded based on the first
binary code.

The details of one or more implementations are set forth in
the accompanying drawings and the description below. Other
features, objects, and advantages will be apparent from the
description and drawings, and from the claims.

DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram showing an example wireless
network.

FIG. 2 is a flow chart showing an example process of
identifying a code for wireless signal decoding.

FIG. 3 is a block diagram showing aspects of an example
process of identifying a code for wireless signal decoding.

FIG. 4 includes example binary trees showing aspects of an
example process of identifying a code for wireless signal
decoding.

Like reference symbols in the various drawings indicate
like elements.
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2
DETAILED DESCRIPTION

In some aspects of what is described here, a code is iden-
tified for signal decoding. A communication signal (e.g., a
wireless signal transmitted over radio frequency (RF) spec-
trum or a wireline signal transmitted over copper, optical
fiber, or other media) can be multiplied, encrypted, or other-
wise manipulated with a code before transmission. The code
can be selected from a large code set. To decode the received
communication signal, the particular code used by the com-
munication signal is identified. In some implementations, one
or more of the example techniques described here can reduce
the search space for identifying the code, and thus improve
the efficiency and accuracy of the search.

In some implementations, a set of codes can be combined
in such a way that a single search can yield results over
numerous codes. Using the uplink WCDMA scenario as an
example, 2,000 codes can be amalgamated within a single
search in some instances. As such, the overall search space
can be reduced, for example, from 16 million (2**~=16,777,
216) 10 8,000. The codes can be amalgamated in various ways
depending on the application. For example, different phases
and amplitudes can be applied to a given code or set of codes
prior to combination, and yield different results depending on
the intended performance metrics.

In some implementations, the combination of multiple
orthogonal codes can be referred to as superposition, and the
resulting combination of the set of codes can be referred to as
a superposition code or a super-code. Once a certain super-
position code has been confirmed to be present, an iterative
search method can be implemented to use successive super-
position codes (of decreasing size) to find the individual code,
in some instances, in a maximum of log(n) steps, where n is
the superposition depth of the current superposition code.
Here, the superposition depth n represents the number of
codes, out of the allowable code space of the communication
system, that are combined to create one code in the super-
code dictionary.

The superposition depth n can generally range from 1 to N,
where N represents the total number of codes in the allowable
code space of the communication system. [f n=N, there would
be only one super-code in the super-code dictionary; all sig-
nals would correlate and the super-code dictionary would
have no discriminating ability. If n=1, the super-code dictio-
nary would be equivalent to the allowable code space of the
communication system, and no speedup would be obtained. A
superposition depth between these two extremes (i.c., greater
than 1 and less than N) can provide a tradeoff search space
with the ability to discriminate codes and code-sets. In some
cases, log(N/n) steps will be required to link a particular
signal to a super-code, and log(N/n)+log(n) steps will be
required to identify one particular code.

For example, an iterative binary search can be imple-
mented to take a current set of orthogonal codes, split it into
two halves (each has a half of the total number of orthogonal
codes) and correlate both sets with the communication signal.
The set with a higher correlation value can be selected as the
winning set. The winning set can be further split into two
halves and the above procedure can be repeated in a tree-like
fashion, eventually leading to the code that was used to
encode the communication signal.

In some implementations, the selected individual code can
give higher noise resolution on the user and, thus, can allow
extraction of precise signal-to-noise ratio (SNR) number of
the user. In some implementations, the search time for the
detection of a code can be reduced significantly. For example,
in the monitoring of WCDMA uplink quality, one or more of
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the example techniques described here may help provide a
more “real-time” view of users entering and leaving a net-
work as well as detecting their specific impact on the overall
network. This may include assessing the power control
response, the spectral content, and many other metrics that
can be attributed to a specific user in a given system.

In some implementations, the time difference of arrival
(TDOA) of multiple users can be extracted from the sensor
node, for example, by identifying a peak in the correlation
result. Such ranging information can be used to cluster users
within a certain geographical loci. The ranging information
can also be used by multiple sensing nodes using triangula-
tion to identify more precise user location. In some imple-
mentations, the magnitude of a correlation result can be used
to identify the distance of a user from a sensing terminal. Such
information can be combined with the knowledge of base
station location to aid in the precise detection of the user
location.

Although WCDMA is described as an example applica-
tion, the techniques described here can be applied to other
systems that use large sets of codes. In some instances, one or
more of the example techniques described here can be used
without dependence on a connection to either a user or base
station. In some instances, one or more of the example tech-
niques described here can offer a low-complexity search
space without requiring a handshaking mechanism.

FIG. 1 is a block diagram showing an example wireless
network 100. The example wireless network 100 includes
multiple user equipment (UE, also referred to as “mobile
devices” or “mobile nodes™) 105, multiple wireless sensor
devices (also referred to as “RF sensors,” “sensors,” or “spec-
trum inspection (SI) boxes™) 110, and a base station 120. The
wireless network 100 can include additional or different com-
ponents. For example, the wireless network 100 can include
more than one base station and the UE can move from a cell
covered by one base station to another cell covered by another
base station. In some implementations, a wireless network
can be arranged as shown in FIG. 1 or in another manner.

A base station 120 typically provides wireless service for
multiple user equipment (e.g., smartphones, tablets, Internet-
of-things devices, and other cellular-connected devices, etc.)
in a broad region, for example, over an entire cell of a cellular
network (e.g., a cellular voice network, cellular data network,
etc.). The base station 120 can wirelessly transmit communi-
cation signals to the UE 105 in the downlink direction, and the
multiple UEs 105 can transmit communication signals to the
base station 120 in the uplink direction. The communication
signals can be formatted according to a particular communi-
cation standard or protocol, for example, 2G standards such
as Global System for Mobile (GSM) and Enhanced Data rates
for GSM Evolution (EDGE) or EGPRS; 3G standards such as
Code division multiple access (CDMA), Universal Mobile
Telecommunications System (UMTS), and Time Division
Synchronous Code Division Multiple Access (TD-SCDMA);
4G standards such as Long-Term Evolution (LTE) and LTE-
Advanced (LTE-A); wireless local area network (WLAN) or
WiFi standards such as IEEE 802.11, Bluetooth, near-field
communications (NFC), millimeter communications; or mul-
tiple of these or other types of wireless communication stan-
dards. In some implementations, other types of communica-
tion (e.g., non-standardized signals and communication
protocols) are used.

In some implementations, to distinguish the multiple UEs
105 served by the same base station 120, the uplink commu-
nication signals transmitted by each UE can be scrambled
with a scrambling code. The scrambling code can be selected
from a large set of orthogonal binary codes. Once the base
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4

station 120 receives the scrambled wireless signal, the base
station 120 can de-scramble the received signal by searching
over the entire set of scrambling codes to identify the particu-
lar scrambling code used by the UE 105 for decoding the
received signal. In some cases, de-scrambling processes of
the type shown in FIGS. 2, 3 and 4 can improve the accuracy
and efficiency of identifying the matching scrambling code.

In some implementations, a UE 105 can receive wireless
signals transmitted from more than one base station 120.
Similarly, to distinguish the multiple base stations, the signals
transmitted by each base station 120 can be scrambled with a
particular scrambling code. The UE can perform the example
techniques to identify the particular scrambling code used by
respective base stations for decoding the received downlink
signals from the base stations.

Also shown in FIG. 1 are a number of wireless sensor
devices 110 distributed over a geographic region at respective
physical locations with spatial coordinates (X, y;, 7;). The
wireless sensor devices 110 can be identical or similar to each
other, or a variety of different wireless sensor devices 110 can
interact with the wireless network 100. The locations of the
wireless sensor devices 110 can be fixed, or they can be at
dynamic or otherwise movable locations.

The example wireless sensor devices 110 can monitor and
analyze the RF spectrum at the respective locations, detect RF
signals transmitted by the UE 105, and perform analyses of
wireless communication services available at the associated
geographic location. For instance, the wireless sensor device
110 can detect a wireless signal and decode the wireless
signal formatted according to a wireless communication stan-
dard, such as, for example, any of the communication stan-
dards mentioned above. The example wireless sensor devices
110 can identity data packets and frames, and extract control
information and traffic data of the detected wireless signal.
For example, the wireless sensor device 110 can extract syn-
chronization information, cells and services identifiers, and
quality measurements of RF channels (e.g., channel quality
indicator (CQI)), and derive spectral-usage parameters and
other information based on these and other control informa-
tion and traffic data of the wireless signal detected by the
wireless sensor device 110.

In some implementations, in order to decode and analyze
the detected wireless signal transmitted by a UE 105 or a base
station, the wireless sensor device 110 can perform a decod-
ing process to identify a particular scrambling code used by
the particular UE 105 or the base station 120. For instance, the
wireless sensor devices 110 may include processors or other
computing hardware configured to perform on or more ofthe
operations shown in FIGS. 2, 3 and 4. In some implementa-
tions, other components of the example wireless network 100
can use the same or similar processes, for example, for
searching or otherwise identifying a binary code among a
number of binary codes.

FIG. 2 is a flow chart showing an example process 200 for
identifying a code for wireless signal decoding. The example
process 200 can be implemented by a data processor or other
computing hardware executing computer instructions stored
on computer-readable media of a UE, a base station, a wire-
less sensor device, or other component of a communication
system (e.g., of the example wireless network 100). The
example process 200, individual operations of the process
200, or groups of operations may be iterated or performed in
series or in parallel (for example, using multiple threads). In
some cases, the example process 200 may include additional,
fewer, or different operations performed in the order shown or
in a different order.
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At 210, a wireless signal is received, for example, wire-
lessly by operation of a radio interface of a UE, a base station,
a wireless sensor device, or other component of a communi-
cation system. The wireless signal can be a signal that has
been encrypted, orthogonalized, or otherwise manipulated
with a binary code. The binary code can be an individual code
(e.g., a scrambling code, a spreading code, or another other
type of code that is selected from a set of orthogonal codes)
applied to the wireless signal before transmission. The binary
code can be selected from a set or a pool of binary codes, for
example, from the allowable code space of a wireless com-
munication system. The binary code can be a series of binary
values, where each value in the series is one of two possible
values (e.g., selected from the set (0,1), the set (-1,1), or
another binary set). In the example shown in FIG. 2, to decode
the received wireless signal, the binary code that was applied
to the wireless signal (which can be referred to as the target
binary code) is identified from the full set of binary codes in
an iterative manner.

At 220, for the current iteration, a current set of binary
codes is identified. For example, for the first iteration, the
current set of binary codes can be the full or complete set of
binary codes that the target binary code was selected from
(e.g., the allowable code space of a wireless communication
system. In some implementations, the number of binary
codes included in the current set can decrease upon each
iteration.

At 230, the current set is divided into a number of (e.g., N)
inspection subsets (or groups) of binary codes for the current
iteration. The number of binary codes in each inspection
subset can be the same or different. In some implementations,
the number of inspection subsets (i.e., the value of N) can vary
or remain the same from iteration to iteration. For example,
the number of inspection subsets can be larger in the first few
iterations while becoming smaller in the later iterations. As an
example, for the first iteration, the full set can be evenly
divided into N=8000 subsets (e.g., as in the WCDMA
example described above). In the remaining iterations, N can
remain as 2, and each subsequent set can be evenly divided
into 2 inspection subsets, where each subset has half of the
number of binary codes of that of the previous subset.

At 240, a superposition code corresponding to each of the
N inspection subsets can is computed. In some implementa-
tions, computing the superposition codes can include
manipulation of a phase, amplitude, or both phase and ampli-
tude of each binary code within the subset. For example,
computing the superposition code corresponding to a subset
can include generating phased codes by applying a distinct
phase to each binary code in the subset, and summing the
phased codes. The phased codes can be generated by applying
a distinct phase and distinct amplitude to each binary code in
the subset. Example processes for computing the superposi-
tion code are described below with respect to FIG. 3.

FIG. 3 is a block diagram 300 showing example aspects of
identifying a code for wireless signal decoding. As shown in
FIG. 3, the complete code set 310 is divided into n groups
(inspection subsets) 320a, 3205, . . ., 320n. Each group
includes a respective number of binary codes, Code 0, Code 1,
Code, . . ., Code m (collectedly referred to as 330a,
3300, . . ., 330n, respectively for each group). FIG. 3 shows
an example amplitude process and phase process that can
apply phase and amplitude functions to each of the binary
codes, Code 0, Code 1, Code, . . ., Code m. For example, a
distinct phase and distinct amplitude can be applied to each
binary code in Group 1 (320a). As a specific example, as
shown at 342 for Code 0:
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I'=A(I*cos(a)-QO%*sin(a)); and (€8]

Q'=B(I*cos(a)+Q*sin(a)). 2)

In the example shown in Equations (1) and (2), I' and Q'
represent the in-phase and quadrature components of the
phased Code 0, respectively; and I and Q represent the in-
phase and quadrature components of Code 0 (unphased),
respectively. As shown in Equations (1) and (2), the phased
Code 0 is obtained by shifting Code 0 by a in phase, scaling
the in-phase component of Code 0 by A in amplitude, and
scaling the quadrature component of Code 0 by B in ampli-
tude. Similarly, for Code 1, as shown at 344,

I'=C(Icos(b)-Q*sin(b)) 3)

O'=D(I*cos(b)+Q*sin(b)) @)

In Equations (3) and (4), I' and Q' represent the in-phase and
quadrature components of phased Code 1, respectively; and |
and Q represent the in-phase and quadrature components of
Code 1 (unphased), respectively. As shown in Equations (3)
and (4), phased Code 1 is obtained by shifting the Code 1 by
b in phase, scaling the in-phase component of Code 1 by C in
amplitude and scaling the quadrature component of Code 1
by D in amplitude.

Similarly, amplitude and phase manipulation are applied to
Code 2 at 346, Code m at 348, etc. After the phase and
amplitude manipulation, the multiple individual binary codes
are summed together at 360a and result in a superposition
code 370q for Group 1 (320a). Similar or different amplitude
and phase manipulations can be applied to codes in other
groups.

In some implementations, the values of phase shift (e.g., a,
b, r) and amplitude change (e.g., A, B,C,D, ..., X andY) can
be selected randomly or in various different ways. For
example, the amplitudes can be random values while the
phases can be equally spaced from 0 to 2*pi. In some imple-
mentations, such amplitude and phase manipulation can
reduce or eliminate correlations that may exist that can cause
the wireless signal to be limited. Additional or different func-
tions can be applied to the phase and amplitude of each binary
code in the inspection subset.

At 250, superposition code correlations between the wire-
less signal and the superposition codes are computed. The
superposition code correlations can include the respective
correlations between the wireless signal and the respective
superposition codes of the inspection subsets. The correlation
can be obtained, for example, based on a dot product or an
inner product between the received signal and the superposi-
tion code. In some implementations, the correlation can be
the normalized dot product (e.g., normalized by the magni-
tudes of the received signal and the superposition code). In
some implementations, the superposition code correlation
can be computed based on the covariance, correlation coeffi-
cient, or other indicators of dependence or other statistical
relationships between the wireless signal and the superposi-
tion code.

For example, as shown in FIG. 3, for Group 1, a received
signal 305 is correlated with the superposition code 370qa at
correlator 380a, resulting in a superposition code correlation
390a. The superposition code correlation 390a can be
obtained, for example, based on a dot product or an inner
product between the received signal 305 and the superposi-
tion code 370a normalized by the magnitudes of the received
signal 305 and the superposition code 370q. Similarly, a
superposition code correlation 3905 can be obtained by cor-
relating the received signal 305 with the superposition code
3705 at correlator 3805 for Group 2 (3205), and a superposi-
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tion code correlation 3907 can be obtained by correlating the
received signal 305 with the superposition code 370 at cor-
relator 380% for Group n (320%). Thus, N superposition code
correlations can be obtained for the N inspection subsets for
the current iteration.

At 260, a first subset can be selected based on a peak in the
correlation between the wireless signal and the first superpo-
sition code of the first subset. In some implementations,
among the N superposition code correlations, only one cor-
relation has a peak in the correlation values. For example, as
shown in FIG. 3, only the superposition code correlation 390a
of Group 1 has peak values while the rest of the superposition
code correlations 3905, . . ., 390 have relatively constant low
correlation values. As such, the Group 1 can be selected as the
first subset or the winning subset that contains the target
binary code that was applied to the wireless signal. In some
implementations, the first subset can be selected based on
existing peak detection algorithms, for example, by setting a
predetermined or configurable threshold and identifying cor-
relations that include values greater than the threshold. In
some implementations, more than one superposition code
correlation can include peak values. Consequently, the corre-
sponding inspection subsets can be selected as candidate
subsets for identifying the target binary code. The first subset
can be one of the candidate subsets.

At 270, whether a first binary code is selected from the first
subset as the target binary code can be determined. For
instance, the first subset at the current iteration may contain
only one individual binary code, and the only binary code in
the first subset can be identified as the target binary code. As
another example, the first subset at the current iteration may
contain a small number of individual binary codes (e.g., less
than 10, 100, etc.). Selecting the first binary code from the
first subset can include computing individual code correla-
tions between the wireless signal and each of the binary codes
in the first subset and selecting the first binary code based on
a peak in the correlation between the wireless signal and the
first binary code. The example process 200 can then proceed
to 280.

In some implementations, the first subset at the current
iteration may contain a large number of individual binary
codes (e.g., morethan 10, 100, etc.). For instance, selecting an
individual binary code from the large number of codes in the
first subset may be computationally expensive. In such cases,
the example process 200 can return to 220. The first subset (or
another subset) can then be identified as the current set for the
next iteration. The example process 200 can then proceed to
230 and repeat the iterative process until the target binary
code is identified.

At 280, the wireless signal is decoded by operation of a
data processor based on the first binary code. For example, the
wireless signal can be de-scrambled or decrypted based on
the first binary code and the transmitter of the wireless signal
can be identified. In some implementations, additional or
different operations, such as channel decoding and source
decoding, can be performed on the wireless signal after
applying the first binary code, for example, to recover the data
information contained in the wireless signal.

FIG. 4 includes example binary trees showing aspects of an
example process 400 for identifying a code for wireless signal
decoding. As shown in FIG. 4, the full set of binary codes is
divided into G groups (or inspection subsets) in the first
iteration. Group 1 includes binary codes C,, C,, . . ., Cyy,
Group 2 includes binary codes Cy,,;, Crns Cys, etc., and
Group G includes binary codes Cy,,, 15 Crsio, - - - 5 Caye The
number of binary codes in the G groups can be the same or
different.
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A superposition code and a superposition correlation Ti
(i=1,2,...,G)canbe computed for each of the G groups, for
example, according to the example operations described with
respect to 240 and 250 of the example process 200 or in
another manner. When the superposition correlation contains
peak values (denoted as “pos” in FIG. 4), the corresponding
group can be selected as the candidate group. For example, as
shown in FIG. 4, both Group 1 and Group G return superpo-
sition correlations T, and T ; that have peak values. As such,
Group 1 and Group G can be selected as the candidate groups
to continue searching the target binary code within the group.
On the other hand, for example, if the superposition correla-
tion T, in Group 2 does not contain peak values (denoted as
“neg” in FIG. 4), then the Group 2 is removed from consid-
eration for searching of the target binary code.

FIG. 4 shows a binary search tree within each of the can-
didate groups, Group 1 and Group G. For example, the search
within Group 1 includes a binary search tree with the root
node 410 that includes the binary codes C,, C,, . . ., Cy;.
These codes can be split into two vectors (or inspection sub-
sets) 420a and 42056. Respective superposition code and
superposition correlation T can be computed for each of the
vectors 420a and 4205. By performing peak detection of the
superposition correlations, the vector 420a can be discarded
from consideration while the vector 4205 can be selected to
continue searching for the target binary code. As shown, the
vector 42056 is further split into two vectors 430a and 43054.
The iterative search process can be repeated until an indi-
vidual binary code is found that returns a correlation includ-
ing one or more peak correlation values. In some instances, no
individual binary code is found to have peak correlation val-
ues within the last inspection subsect or vector. The latter case
implies that the target binary code is not included in Group 1.

Similar operations can be performed on Group G, where a
binary search tree starts with root node 450 that includes the
binary codes Cy;,, 1, Crpuzs - - - 5 Cppe The binary search tree
can include different levels of inspection subsets or vectors
such as 460a and 4605, and 470a and 4705. The binary search
tree can end, for instance, when the last level of inspection
subset includes a single binary code.

In some implementations, only a single binary code among
the G groups is identified as having a correlation including
peak correlation values. In this case, the single binary code
can be identified as the target binary code (or the first binary
code at 270 of the example process 200). In some implemen-
tations, more than one binary code among the G groups can be
identified as having correlations including peak correlation
values. In this case, the correlations of these binary codes can
be compared. In some implementations, the binary code with
the maximum correlation values can be identified as the target
binary code (or the first binary code at 270 of the example
process 200). In some implementations, the target binary
code can be selected from these binary codes based on other
criteria.

Some of the operations described in this specification can
be implemented as operations performed by a computer sys-
tem, such as, for example, a computer system that includes
one or more data processing apparatus that operates on data
stored on one or more computer-readable storage devices or
received from other sources. The term “data processing appa-
ratus” encompasses all kinds of apparatus, devices, and
machines for processing data, including by way of example a
programmable processor, a computer, a system on a chip, or
multiple ones, or combinations, of the foregoing. The appa-
ratus can include special purpose logic circuitry, e.g., an
FPGA (field programmable gate array) or an ASIC (applica-
tion-specific integrated circuit). The apparatus can also
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include, in addition to hardware, code that creates an execu-
tion environment for the computer program in question, e.g.,
code that constitutes processor firmware, a protocol stack, a
database management system, an operating system, a cross-
platform runtime environment, a virtual machine, or a com-
bination of one or more of them. The apparatus and execution
environment can realize various different computing model
infrastructures, such as web services, distributed computing
and grid computing infrastructures.

A computer program (also known as a program, software,
software application, script, or code) can be written in any
form of programming language, including compiled or inter-
preted languages, declarative or procedural languages, and it
can be deployed in any form, including as a stand-alone
program or as a module, component, subroutine, object, or
other unit suitable for use in a computing environment. A
computer program may, but need not, correspond to a filein a
file system. A program can be stored in a portion of a file that
holds other programs or data (e.g., one or more scripts stored
in a markup language document), in a single file dedicated to
the program in question, or in multiple coordinated files (e.g.,
files that store one or more modules, sub-programs, or por-
tions of code). A computer program can be deployed to be
executed on one computing device or on multiple computers
that are located at one site or distributed across multiple sites
and interconnected by a communication network.

Some of the processes and logic flows described in this
specification can be performed by one or more programmable
processors executing one or more computer programs to per-
form actions by operating on input data and generating out-
put. The processes and logic flows can also be performed by,
and apparatus can also be implemented as, special purpose
logic circuitry, e.g., an FPGA (field programmable gate array)
or an ASIC (application-specific integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computing device. Generally, a processor
will receive instructions and data from a read-only memory or
a random access memory or both. A computing device typi-
cally includes a processor for performing actions in accor-
dance with instructions and one or more memory devices for
storing instructions and data. Generally, a computing device
will also include, or be operatively coupled to receive data
from or transfer data to, or both, one or more storage devices
for storing data. However, a computing device need not have
such devices. Moreover, a computer can be embedded in
another device, e.g., a mobile telephone, a personal digital
assistant (PDA), a mobile audio or video player, a game
console, a Global Positioning System (GPS) receiver, or a
portable storage device (e.g., a universal serial bus (USB)
flash drive), to name just a few. Devices suitable for storing
computer program instructions and data include all forms of
non-volatile memory, media and memory devices, including
by way of example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks. The pro-
cessor and the memory can be supplemented by, or incorpo-
rated in, special purpose logic circuitry.

To provide for interaction with a user, subject matter
described in this specification can be implemented on a com-
puter having a display device, e.g., an LCD (liquid crystal
display) screen for displaying information to the user and a
keyboard and a pointing device, e.g., touch screen, stylus,
mouse, etc., by which the user can provide input to the com-
puter. Other kinds of devices can be used to provide for
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interaction with a user as well; for example, feedback pro-
vided to the user can be any form of sensory feedback, e.g.,
visual feedback, auditory feedback, or tactile feedback; and
input from the user can be received in any form, including
acoustic, speech, or tactile input. In addition, a computing
device can interact with a user by sending documents to and
receiving documents from a device that is used by the user; for
example, by sending web pages to a web browser on a user’s
client device in response to requests received from the web
browser.

Some of the subject matter described in this specification
can be implemented in a computing system that includes a
back-end component, e.g., as a data server, or that includes a
middleware component, e.g., an application server, or that
includes a front-end component, e.g., a client computing
device having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any com-
bination of one or more such back-end, middleware, or front-
end components. The components of the system can be inter-
connected by any form or medium of digital data
communication, e.g., a data network.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a data network. The relationship of
client and server arises by virtue of computer programs run-
ning on the respective computers and having a client-server
relationship to each other. In some implementations, a server
transmits data to a client device. Data generated at the client
device can be received from the client device at the server.

While this specification contains many details, these
should not be construed as limitations on the scope of what
may be claimed, but rather as descriptions of features specific
to particular examples. Certain features that are described in
this specification in the context of separate implementations
can also be combined. Conversely, various features that are
described in the context of a single implementation can also
be implemented in multiple embodiments separately or in any
suitable sub-combination.

A number of examples have been described. Nevertheless,
it will be understood that various modifications can be made.
Accordingly, other embodiments are within the scope of the
following claims.

What is claimed is:
1. A method of decoding a wireless signal, the method
comprising:

identifying superposition codes based on a set of orthogo-
nal binary codes, the set comprising a plurality of sub-
sets, each superposition code corresponding to one of
the subsets and comprising a combination of the binary
codes in the corresponding subset;

selecting a first subset of the plurality of subsets based on a
correlation between a wireless signal and a first super-
position code, the first superposition code correspond-
ing to the first subset;

selecting a first binary code from the first subset based ona
correlation between the wireless signal and the first
binary code; and

decoding the wireless signal by operation of a data proces-
sor based on the first binary code.

2. The method of claim 1, comprising:

computing superposition code correlations between the
wireless signal and the superposition codes, the super-
position code correlations including the correlation
between the wireless signal and the first superposition
code;
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selecting the first subset based on a peak in the correlation
between the wireless signal and the first superposition
code;

computing individual code correlations between the wire-

less signal and at least two of the binary codes in the first
subset, the individual code correlations including the
correlation between the wireless signal and the first
binary code; and

selecting the first binary code based on a peak in the cor-

relation between the wireless signal and the first binary
code.

3. The method of claim 1, comprising performing an itera-
tive, binary search after selecting the first subset, wherein
each iteration of the iterative, binary search comprises:

identifying, for the current iteration, a current subset of the

binary codes;

dividing the current subset into two inspection subsets for

the current iteration;

identifying superposition codes based on the two inspec-

tion subsets for the current iteration; and

based on correlations between the wireless signal and the

superposition codes for the two inspection subsets,
selecting one of the two inspection subsets as the current
subset for the next iteration.

4. The method of claim 1, comprising computing the super-
position codes.

5. The method of claim 4, wherein computing the super-
position code corresponding to a subset comprises:

generating phased codes by applying a distinct phase to

each binary code in the subset; and

summing the phased codes.

6. The method of claim 5, wherein the phased codes are
generated by applying a distinct phase and distinct amplitude
to each binary code in the subset.

7. The method of claim 1, comprising wirelessly receiving
the wireless signal by operation of a radio interface.

8. The method of claim 1, wherein the wireless signal
comprises a WCDMA transmission from a mobile device,
and selecting the first binary code comprises identifying the
first binary code as a scrambling code associated with the
mobile device.

9. A wireless signal processing system comprising:

a radio system configured to detect a wireless signal; and

a data processing system configured to perform operations

comprising:

receiving the wireless signal from the radio system;

obtaining superposition codes based on a set of orthogo-
nal binary codes, the set comprising a plurality of
subsets, each superposition code corresponding to
one of the subsets and comprising a combination of
the binary codes in the corresponding subset;

selecting a first subset from the plurality of subsets based
on a correlation between the wireless signal and a first
superposition code, the first superposition code cor-
responding to the first subset;
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selecting a first binary code from the first subset based on
a correlation between the wireless signal and the first
binary code; and

decoding the wireless signal based on the first binary
code.

10. The wireless signal processing system of claim 9, the
operations comprising:

computing superposition code correlations between the

wireless signal and the superposition codes, the super-
position code correlations including the correlation
between the wireless signal and the first superposition
code;

selecting the first subset based on a peak in the correlation

between the wireless signal and the first superposition
code;

computing individual code correlations between the wire-

less signal and at least two of the binary codes in the first
subset, the individual code correlations including the
correlation between the wireless signal and the first
binary code; and

selecting the first binary code based on a peak in the cor-

relation between the wireless signal and the first binary
code.

11. The wireless signal processing system of claim 9, the
operations comprising performing an iterative, binary search
after selecting the first subset, wherein each iteration of the
iterative, binary search comprises:

identifying, for the current iteration, a current subset of the

binary codes;

dividing the current subset into two inspection subsets for

the current iteration;

identifying superposition codes based on the two inspec-

tion subsets for the current iteration; and

based on correlations between the wireless signal and the

superposition codes for the two inspection subsets,
selecting one of the two inspection subsets as the current
subset for the next iteration.

12. The wireless signal processing system of claim 9, the
operations comprising computing the superposition codes.

13. The wireless signal processing system of claim 12,
wherein computing the superposition code corresponding to a
subset comprises:

generating phased codes by applying a distinct phase to

each binary code in the subset; and

summing the phased codes.

14. The wireless signal processing system of claim 13,
wherein the phased codes are generated by applying a distinct
phase and distinct amplitude to each binary code in the subset.

15. The wireless signal processing system of claim 9,
wherein the wireless signal comprises a WCDMA transmis-
sion from a mobile device, and selecting the first binary code
comprises identifying the first binary code as a scrambling
code associated with the mobile device.
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