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(57) ABSTRACT

An image sensor has multiple pixel units in correspondence
with each microlens, and focus detection is performed with a
phase-difference detection method using output from the
image sensor. The signals to be used in the focus detection can
be combined, and a larger signal combining amount is set in
the case of output from the image sensor with a first thinning
amount than in the case of output from the image sensor with
a second thinning amount.
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IMAGE CAPTURE APPARATUS AND
METHOD OF CONTROLLING THAT
PERFORMS FOCUS DETECTION

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to animage capture apparatus
and amethod of controlling the same, and in particular relates
to a focus detection technique.

2. Description of the Related Art

In image capture apparatuses that use an image sensor,
typified by a digital camera, automatic focus detection (AF) is
realized by methods mainly divided into a method of using a
device for focus defection that is separate from the image
sensor, and a method of using the image sensor. The method
of'using a device for focus detection is a method of obtaining
a defocus amount using a correlation amount (phase difter-
ence) between two types of image waveforms generated from
light flux that exited different exit pupils of an imaging optics
system, which is called a phase-difference detection method.
Also, the method of using the image sensor is a method of,
using the fact that the contrast component of a captured image
is the highest at the in-focus position, searching for the focus-
ing lens position at which the contrast component is the
highest, which is called a contrast detection method.

The phase-difference detection method has an advantage in
that since the defocus amount is immediately obtained from
the correlation amount between the image waveforms, only a
short amount of time is needed to move the focusing lens to
the in-focus position, but on the other hand, there are the
problems of an increase in the size of the image capture
apparatus and an increase in cost due to the need to provide
the device for focus detection. Also, since subject images
need to be captured by the device for focus detection during
focus detection, focus detection cannot be performed in par-
allel with imaging performed by the image sensor, or it is
necessary to provide a special mechanism such as a half
mirror.

For this reason, Japanese Patent Laid-Open No. 2010-
152161 proposes a configuration for realizing automatic
focus detection using the phase-difference detection method
in which light flux that has passed through different exit
pupils of the imaging optics system is received by pixels of
the image sensor (phase-difference detection on an imaging
surface method, which will be referred to hereinafter as
“phase-detection AF on an imaging surface”). Phase-detec-
tion AF on an imaging surface is characterized by not requir-
ing a device for focus detection and also making it possible
for automatic focus detection using the phase-difference
detection method (phase difference AF) to be carried out in
parallel with imaging performed by the image sensor.

It is desirable for the image signals necessary for phase
difference detection in phase-detection AF on an imaging
surface to be generated from signals obtained from a two-
dimensional (multiple pixel rowsxmultiple pixel columns)
pixel region (focus detection region). This is because it is
difficult to precisely perform phase difference detection using
image signals generated from signals obtained from a one-
dimensional focus detection region (one pixel row or col-
umn).

Japanese Patent Laid-Open No. 2010-152161 discloses
that image signals are generated from pixels, a pair of focus
detection image signals are generated by aligning the signals
in each pixel row in the direction in which the pixel columns
extend, and the phase difference (image misalignment
amount) is calculated from the one-dimensional focus detec-
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tion image signals. It also discloses a method of obtaining a
two-dimensional focus detection image misalignment
amount by adding up the image misalignment amounts of
multiple pixel lines from a two-dimensional focus detection
region.

In general, when performing imaging using phase-detec-
tion AF on an imaging surface, focus detection is performed
while capturing moving images using the image sensor, and
the captured video is displayed as a live preview on the
display unit of the image capture apparatus. The pixel count
of'image sensors currently in common use is greater than the
pixel count of the display unit, and therefore the video to be
displayed as a live preview is generated by thinning out the
pixels in the captured video frames. Also, thinning out the
pixels while performing readout from the image sensor
reduces the processing load compared to thinning out the
pixels after reading all of them out. Furthermore, the thinning
number (thinning rate) is not constant, but rather is generally
increased as the load increases (e.g., as the frame rate
increases). After thinning-readout, resize processing is per-
formed as necessary in order to obtain a display image.

However, in the image signal generation method described
in Japanese Patent Laid-Open No. 2010-152161, when a pixel
signal is thinned out, the pixel range of the image sensor in
which focus detection image signal readout is performed
changes according to the thinning number. Since the thinning
number changes according to the readout frame rate, for
example, in the case of using different frame rates for difter-
ent shooting modes, the focus detection image signal 0

Letting m be the thinning number, a pixel range having n
lines in the thinned image is constituted by pixels read out
from a pixel range of mxn lines in the pre-thinning image
(original image). Accordingly, the lower the thinning number
m is, the smaller the corresponding pixel area in the original
image is. Therefore, the area of the original image used to
acquire the image signal (readout area) is smaller when the
thinning number is low than when the thinning number is
high, and the entirety of the focus detection region cannot be
covered, and thus the precision of the focus detection
decreases.

SUMMARY OF THE INVENTION

The present invention solved these problems in conven-
tional technology, and provides an image capture apparatus
and method of controlling the same that can perform focus
detection with stable precision even when the pixel thinning
number changes.

The present invention in its first aspect provides an image
capture apparatus comprising: a sensor that has a plurality of
pixel units in correspondence with a microlens; and a focus
detection unit configured to perform focus detection with a
phase-difference detection method using output from the sen-
sor, wherein signals to be used in the focus detection can be
combined, the focus detection unit sets a larger signal com-
bining amount in a case of output from the sensor with a first
thinning amount than in a case of output from the sensor with
a second thinning amount, and a thinning amount is higher in
a case of using the second thinning amount than in a case of
using the first thinning amount.

The present invention in its second aspect provides a
method of controlling an image capture apparatus that has a
sensor having a plurality of pixel units for a microlens, com-
prising: a focus detection step of performing focus detection
with a phase-difference detection method using output from
the sensor, wherein signals to be used in the focus detection
can be combined, in the focus detection step, a larger signal
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combining amount is set in a case of output from the sensor
with a first thinning amount than in a case of output from the
sensor with a second thinning amount, and a thinning amount
is higher in a case of using the second first thinning amount
than in a case of using the first thinning amount.

Further features of the present invention will become
apparent from the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a configuration diagram of an image capture
apparatus according to the present invention.

FIG. 2 is a circuit configuration diagram of the image
capture apparatus according to the present invention.

FIGS. 3A and 3B are schematic diagrams of an image
Sensor.

FIG. 4 is a conceptual diagram of the case where light flux
exiting from exit pupils of a taking lens is incident on a pixel.

FIG. 5 is a pixel configuration diagram of an image capture
apparatus.

FIGS. 6A and 6B are diagrams showing pixels resulting
from pixel thinning.

FIGS.7Ato 7C are diagrams showing the percentage of the
focus detection region occupied by a readout area corre-
sponding to an addition line number in a first embodiment
(when performing three-pixel thinning).

FIG. 8 is a flowchart of focus detection according to the
present invention.

FIGS. 9A t09C are diagrams showing the percentage of the
focus detection region occupied by the readout area in a
second embodiment (when performing three-pixel thinning).

DESCRIPTION OF THE EMBODIMENTS

Exemplary embodiments of the present invention will now
be described in detail in accordance with the accompanying
drawings.

First Embodiment

FIG. 1 is a diagram showing an example of the configura-
tion of a digital single-lens reflex camera (referred to herein-
after as simply a “camera”) 150 serving as an example of an
image capture apparatus according to an embodiment of the
present invention. The camera 150 is constituted by a camera
body 100 and a lens unit 200 that is detachable from the
camera body 100. Note that as long as the camera of the
present embodiment is capable of performing phase-detec-
tion AF on an imaging surface, it does not need to be a
single-lens reflex camera, and the lens unit 200 does not need
to be exchangeable. Also, the camera may be a function
provided in an apparatus. In other words, the image capture
apparatus may be any electronic device or apparatus that has
a camera function. Examples of such electronic devices or
apparatuses include, but are not limited to, mobile phones,
personal computers, tablet terminals, media players, gaming
devices, navigation apparatuses, and home appliances.

The configuration of the camera body 100 will be
described first. An erect image optics system 101 is consti-
tuted by a prism, a mirror, or the like, and is configured such
that a reflected optical image from a mirror 104 is an erect
image when viewed through an eyepiece 102. A subject
image is formed on a viewfinder screen 103 by reflected light
flux from the mirror 104. The viewfinder screen 103, the erect
image optics system 101, and the eyepiece 102 form a view-
finder optics system. Also, a viewfinder display unit 115 is a
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transmissive display panel, and is for performing display such
that various types of information including imaging condi-
tions such as the shutter speed and F-number is superimposed
on the subject image formed on the viewfinder screen 103.

The mirror 104 deflects a portion of incident light flux from
the lens unit 200 toward the viewfinder screen 103. A sub
mirror 105 deflects light flux that passed through the mirror
104 toward a focus detection apparatus 109. When perform-
ing imaging with an image sensor 106, the mirror 104 and the
sub mirror 105 are moved upward (mirror lock-up) such that
light flux from the lens unit 200 forms a subject image on the
image sensor 106.

The image sensor 106 is a photoelectric conversion ele-
ment such as a CCD image sensor or a CMOS image sensor,
and includes an array of pixels. The image sensor 106 outputs
a subject image formed by the lens unit 200 as electric signals
in units of pixels. As will be described later, the image sensor
106 of the present embodiment can generate image signals for
phase-detection AF on an imaging surface. As will be
described later, the image sensor 106 of the present embodi-
ment has a configuration for generating image signals for
phase-detection AF on an imaging surface using pixels pro-
vided with multiple photoelectric conversion units and a
microlens for pupil division, but it may have another configu-
ration as long as it is possible to generate image signals for
phase-detection AF on an imaging surface.

A shutter apparatus 107 is a mechanical shutter that opens
to expose the image sensor 106 to light under control of an
imaging control apparatus 112. The camera body 100 of the
present embodiment has a built-in flash 108, and the built-in
flash 108 is provided with a Fresnel lens 114 for diffusing the
exiting light. The built-in flash 108 is used not only as an
auxiliary light source for imaging, but also as an auxiliary
light source for focus detection.

The focus detection apparatus 109 uses a phase-difference
detection method to calculate a defocus amount from image
signals generated using the device for focus detection. Note
that although the focus detection apparatus 109 for perform-
ing focus detection when using the optical viewfinder shown
in FIG. 1 is provided in the present embodiment, the sub
mirror 105 and the focus detection apparatus 109 are not
necessary if the image capture apparatus does not have the
mirror 104.

A photometry apparatus 110 measures the luminance dis-
tribution and the like of a subject image formed by a lens 111.
The imaging control apparatus 112 realizes an automatic
exposure (AE) control function based on the measurement
results obtained by the photometry apparatus 110. The imag-
ing control apparatus 112 controls operations of the camera
body 100 and the lens unit 200. The imaging control appara-
tus 112 is a microprocessor, for example, and controls the
operations of various units by executing a program stored in
a non-volatile memory. An accessory shoe 113 is used for
mounting an external flash or the like. A display apparatus
116 is an LCD, for example, and displays live preview images
and various types of information.

The lens unit 200 is exchangeable, and a lens control appa-
ratus 201 performs communication with the imaging control
apparatus 112 and controls operations in the lens unit 200. An
imaging optics system 202 is constituted by multiple lenses,
including a focusing lens. The lens control apparatus 201
controls the driving of the focusing lens of the imaging optics
system 202 and the driving of a diaphragm apparatus 203.

FIG. 2 isablock diagram showing an example of the circuit
configuration of the camera 150, and configurations that are
same as in FIG. 1 have been given the same reference signs,
and descriptions will not be given for them. A motor drive
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circuit 1 drives movable portions of the camera body 100. A
shutter control circuit 4 controls the open and close opera-
tions of the shutter apparatus 107 under control of the imaging
control apparatus 112. A diaphragm control circuit 5 controls
the diaphragm apparatus 203 under control of the imaging
control apparatus 112. A flash control circuit 7 controls the
built-in flash 108 under control of the imaging control appa-
ratus 112. A storage circuit 8 has a non-volatile storage circuit
for storing the setting state of the camera body 100, programs,
and the like, and also has a volatile storage circuit for execut-
ing programs and temporarily storing data. Also, the imaging
control apparatus 112 and the lens control apparatus 201 of
the lens unit 200 perform communication via lens communi-
cation circuits 10 and 26.

A communication circuit 11 is included in the accessory
shoe 113, and is used for communication with an external
flash. A SW1 12 is a switch for starting an imaging prepara-
tion operation, and a SW2 13 is a switch for starting imaging.
In general, the SW1 and SW2 are configured such that the
SWI1 turns on when a release button is pressed halfway, and
the SW2 turns on when the release button is pressed all the
way.

A lens drive circuit 21 in the lens unit 200 drives the
focusing lens included in the imaging optics system 202.
Also, if the imaging optics system 202 is a zooming lens, the
lens drive circuit 21 additionally performs driving for chang-
ing the angle of view of the imaging optics system 202. A lens
position detection circuit 22 detects the position of the focus-
ing lens. A lens focal length detection circuit 23 detects the
current angle of view (focal length) if the imaging optics
system 202 is a zooming lens. A storage circuit 24 is a non-
volatile storage circuit for holding setting values of the lens
unit 200. A diaphragm drive circuit 25 drives the diaphragm
apparatus 203. The lens communication circuit 26 is used for
communication between the lens control apparatus 201 and
the imaging control apparatus 112.

The image sensor 106 will be described next.

FIG. 3 A is a configuration diagram showing an overview of
the image sensor 106. A pixel unit 301 has multiple pixels
arranged in multiple rows and multiple columns. A vertical
selection circuit 302 and a horizontal selection circuit 303
respectively select pixel rows and pixel columns in the pixel
unit 301. A readout unit 304 is constituted by a memory for
storing signals, a gain amplifier, an AD converter, and the like,
which are provided for each pixel column. A serial interface
305 is used by the imaging control apparatus 112 to designate
the operation modes and the like that are to be used by circuits
in the image sensor 106.

FIG. 3B is a plan view of an example of the configuration
of a pixel included in the pixel unit 301 of the image sensor
106, as viewed from the direction in which a light beam is
incident. A microlens 401 disperses light flux that is incident
on the pixel 400. The pixel 400 is provided with two photo-
diodes as examples of the multiple photoelectric conversion
units, namely a photodiode L. (referred to hereinafter as the
“PDL”) 402 and a photodiode R (PDR) 403.

Next, the principle according to which signals for phase-
detection AF on an imaging surface are obtained from the
pixel 400 will be described with reference to FIG. 4. FIG. 4 is
a conceptual diagram showing ranges of light flux that is
incident on the pixel 400 from an exit pupil 505 of the lens
unit 200. FIG. 4 shows an example of the vertical (depth-
direction) structure of the pixel 400. Also, although not shown
in FIG. 3B, the pixel 400 has a color filter 504 between the
microlens 401 and the PDL 402 and PDR 403.

Light flux that has passed through the exit pupil 505 is
incident on the pixel 400 centered about an optical axis 508.
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The light flux is divided into two portions via the microlens,
and is incident on the PDL 402 and the PDR 403. At this time,
the light flux incident on the PDL 402 is light flux that exited
from an exit pupil 506, and the light flux incident on the PDR
403 is light flux that exited an exit pupil 507. In this way, the
PDL 402 and the PDR 403 receive light flux from different
exit pupils, and phase-difference focus detection can be per-
formed by reading out the signal obtained by the PDIL 402 and
the signal obtained by the PDR 403 from the pixel 400.

FIG. 5 shows an example of the pixel arrangement in the
pixel unit 301 of the image sensor 106. Multiple pixels 400
shown in FIG. 3B are arranged two-dimensionally in the pixel
unit 301. In the case of performing phase-detection AF on an
imaging surface, signals for focus detection are generated
using signals read out from pixels that correspond to a pre-set
focus detection region 602. In the present embodiment, the
readout area that corresponds to the pixel line read out while
performing thinning is made up of a number of lines equal to
the thinning number. In other words, in the case of the thin-
ning number 3, the readout area that corresponds to one pixel
line read out while performing thinning is made up of three
pixels lines. Note that the thinning number is not the thinning
amount (i.e., the number of lines that are thinned out or
excluded), but rather means performing thinning out by
(1/thinning number), and can also be considered to be the
thinning rate. In other words, if the vertical thinning number
is 3, one line is read out for every three lines. Also, it is
assumed that the pixels that are read out are the pixels at the
center of the corresponding readout area, or the closest to the
center. In other words, if the vertical thinning number is 3,
among the three lines in the readout area, the line in the center
is read out. Ifthe vertical thinning number is 4, among the four
lines in the readout area, the second or third line is read out.

Image signals are respectively generated from a signal
group obtained from the PDLs 402 and a signal group
obtained from the PDRs 403, which are obtained for each line
from the signals read out from the pixels in areadout area 603,
and the same type of image signals are added up in the column
direction in order to generate two types of image signals for
phase-detection AF on an imaging surface. In this way, the
image signals for focus detection are generated by generating
image signals for each line and then adding up a pre-set
number of lines (addition line number) worth of the generated
image signals. The number of lines in the readout area 603 for
the generation of the image signals for focus detection is
equal to the product of the addition line number and the
thinning number.

In FIG. 5, an image signal 604 has been generated from
signals read out from PDLs 402, and an image signal 605 has
been generated from signals read out from PDRs 403. The
defocus amount of the imaging optics system 202 is calcu-
lated from the phase difference between these two types of
image signals 604 and 605. Since any known method may be
used as the method for obtaining the defocus amount from the
phase difference between the two image signals, the method
will not be described here.

Next, thinning-readout will be described.

FIG. 6A illustratively shows an example of the pixel lines
that are read out and the pixel lines that are thinned out (not
read out) in the case of performing readout from the pixel unit
301 while performing three-pixel thinning (thinning number
3)in the vertical direction. Here, 701 indicates the structure of
pixels after thinning. Note that pixels are not present in the
white portions in 701. As can be understood from FIG. 6A, in
the pixel unit 301, pixel signals are read out from only one line
for every three lines, that is to say from only the gray pixel
lines, and pixel signals are not read out from the white pixel
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lines. Similarly, FIG. 6B shows the case of performing five-
pixel thinning-readout in the vertical direction, and 801 indi-
cates the structure of pixels after thinning. As can be under-
stood from FIG. 6B, in the pixel unit 301, pixel signals are
read out from only one line for every five lines, that is to say
from only the gray pixel lines, and pixel signals are not read
out from the white pixel lines. In this way, the lower the
thinning number is, the smaller the gap is between lines from
which pixels are read out, and the smaller number the thin-
ning amount is.

Next, the relationship between the thinning number and the
percentage of the focus detection region occupied by the
readout area corresponding to the addition line number R will
be described with reference to FIGS. 7A and 7B. Similarly to
FIG. 6A, FIG. 7A shows the relationship between a readout
area 902 and a focus detection region 901 in the case of
performing readout from the pixel unit 301 with the vertical
thinning number 3. The readout area 902 includes pixel lines
902a, 9025, 902¢, 902d, 902¢, and 902/ The vertical size of
the readout area 902 is defined by the product of the thinning
number n and the addition line number R. Since the addition
line number R is 6, the vertical size of the readout area 902 is
18 lines. As previously mentioned, the addition line number R
is a predetermined fixed value, and is not dependent on the
thinning number.

Also, similarly to FIG. 6B, FIG. 7B shows the relationship
between a readout area 1002 and a focus detection region 901
in the case of performing readout with the vertical thinning
number 5. The readout area 1002 includes pixel lines 1002a,
10025, 1002¢, 10024, 1002¢, and 1002/ Since the addition
line number R is 6, the vertical size of the readout area 1002
is 30 lines. In both FIG. 7A and FIG. 7B, the gray pixel lines
are pixel lines from which signals are read out, and the
hatched portions indicate readout areas for generating image
signals for focus detection. It can be understood from FIGS.
7A and 7B that compared to five-pixel thinning, when using
three-pixel thinning with a smaller gap between readout pixel
lines, the percentage of the focus detection region 901 occu-
pied by the readout area in the vertical direction is smaller. As
shown in FIG. 7A, pixel lines not used for image signal
generation are present above and below the focus detection
region 901, and focus detection cannot be performed for
subjects that are only included in these pixel lines.

FIG. 7C shows a readout area corrected according to the
present embodiment. FIG. 7C shows the relationship between
a corrected readout area 1102 and the focus detection region
901 in the case of performing readout from the pixel unit 301
with the vertical thinning number 3. The corrected readout
area 1102 includes pixel lines 1102a to 1002/. Here, as shown
in FIG. 7B, in order for the readout area in the case of the
vertical thinning number 5 to include the entirety of the focus
detection region 901, the addition line number R has been
corrected such that the readout area is the same as when
performing five-pixel thinning. Specifically, the pre-correc-
tion addition line number R(=6) is multiplied by a thinning
ratio o to obtain an addition line number oR that is used as the
corrected addition line number, and that corrected addition
line number is used to set the corresponding readout area. The
thinning ratio can be calculated using the following equation.

a=reference thinning number/current(pre-correction)
thinning number

In the examples shown in FIGS. 7A to 7C, the thinning
ratio a.is 5/3, and therefore the corrected addition line number
R is obtained by multiplying the original addition line number
by 5/3 to obtain 10, and the vertical number of lines in the
pixel readout area multiplied by the thinning number 3 is 30
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lines, which is the same as in the case of the thinning number
5. In this way, due to the addition line number, which is the
number of pixel lines from which signals are to be read out,
being corrected by the thinning ratio, the size of the corre-
sponding readout area will be the same as in the case of the
reference thinning number regardless of the thinning number.
Note that in the first embodiment, the entirety of the focus
detection region is included when performing five-pixel thin-
ning in the vertical direction, and therefore the reference
thinning number is 5. Subject detection can be performed in
the entirety of the focus detection region by calculating the
defocus amount using image signals obtained from a readout
area set based on the corrected addition line number.

FIG. 8 is a flowchart for describing the operation for phase-
detection AF on an imaging surface in the present embodi-
ment. This operation is carried out in the imaging preparation
operation that is started due to the SW1 turning on, for
example.

In step S1201, the imaging control apparatus 112 acquires
the thinning number n that is currently set. The thinning
number n can be acquired by preparing a table associating
shooting modes and thinning numbers n or the like, and
referencing the table using the current shooting mode, or it
may be acquired using another method. For example, a con-
figuration is possible in which a table associating shooting
frame rates and thinning numbers n or the like is prepared, and
the thinning number n is acquired by referencing the table
using the current shooting frame rate. Also, the thinning num-
ber n may be acquired without using a table, by applying the
shooting frame rate to a calculation equation that has been
prepared in advance.

In step S1202, the imaging control apparatus 112 calcu-
lates the thinning ratio o from the thinning number n acquired
in step S1201 and the predetermined reference thinning num-
ber as described above. In step S1203, the imaging control
apparatus 112 calculates the corrected addition line number
aR from the addition line number R and the thinning ratio c.

In step S1204, the imaging control apparatus 112 sets the
pixel area from which signals are to be read out for image
signal generation in accordance with the corrected addition
line number aR that was calculated. Although there are no
particular limitations on the setting method, it is possible to
use a correspondence relationship between the focus detec-
tion region and a pixel line that has been stored in advance.
For example, a configuration is possible in which, for
example, considering the top pixel line to be 1, and using line
numbers that increase downward in the vertical direction, the
line number of the readout pixel line that is at the center of the
focus detection regions or closest to the center is stored in
association with the thinning number as position information.
The imaging control apparatus 112 can set the readout area by
acquiring that line number based on the thinning number n
that was acquired in step S1201, and assigning the number of
lines that is obtained with the corrected addition line number
aRn as evenly as possible in the vertical direction. For
example, if the readout line number of pixel line 9024 in FIG.
7A is stored as position information, a readout area such as
that shown in FIG. 7C is set by setting the readout area to a
range in which six lines are added above 9024 and six lines are
added below 902f

Note that what is stored as position information may be the
number of the first readout pixel line included in the focus
detection region, or the number of the last readout pixel line
included in the focus detection region. In the case where the
number of the first readout pixel line included in the focus
detection region is the position information, the number of
lines ctRn from the line corresponding to (position informa-
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tion—(thinning number n/2)) can be set as the readout area.
Note that the pixel readout area in the horizontal direction
need only be an area that is a predetermined number of pixels
larger in the left and right directions centered about the focus
detection region 901 as shown in FIG. 5.

In step S1205, the imaging control apparatus 112 generates
image signals for focus detection based on signals read out
from the PDLs and the PDRs of the pixels included in the
readout area that was set in step S1204. In step S1206, the
imaging control apparatus 112 calculates a shift amount
(phase difference) from the generated image signals. In step
S1207, the imaging control apparatus 112 converts the shift
amount into a defocus amount, and ends focus detection.

As described above, according to the present embodiment,
in an image capture apparatus that generates image signals for
phase-detection AF on an imaging surface based on signals
read out from pixels in an addition line number-worth of pixel
lines included in a focus detection region, the addition line
number is corrected according to the ratio between the thin-
ning number for readout and a reference thinning number. In
other words, the readout area for generating the image signals
for phase-detection AF on an imaging surface is corrected so
as to be similar to that used in the case of using the reference
thinning number. The image signals for phase-detection AF
on an imaging surface are then generated using a readout area
set according to the corrected addition line number, thus
making it possible to suppress obtaining a region in which
focus detection cannot be performed in the focus detection
region, even if the thinning number changes according to the
readout frame rate, for example.

Second Embodiment

A second embodiment of the present invention will be
described next. The present embodiment mainly relates to
readout area correction in the case where multiple focus
detection regions are arranged discretely, and focus detection
is performed in many focus detection regions at a single time.

Similarly to FIGS. 6A and 6B, FIGS. 9A to 9C are dia-
grams showing the relationship between the thinning number
and readout areas, in the case where multiple focus detection
regions 1301 have been set. Similarly to FIG. 6A, FIG. 9A
shows the relationship between readout areas 1302 and focus
detection regions 1301 in the pixel unit 301 in the case where
the addition line number R is 6 and the vertical thinning
number is 3. The readout areas 1302 are respectively made up
of pixel lines 1302a to 1302¢, 1302/to 1302/, and 1302k to
13020 for each of three focus detection regions set in the
horizontal direction. Also, similarly to FIG. 6B, FIG. 9B
shows the relationship between readout areas 1402 and focus
detection regions 1301 in the pixel unit 301 in the case where
the addition line number R is 6 and the vertical thinning
number is 5. The readout areas 1402 are respectively made up
of pixel lines 1402a to 1402¢, 1402/to 1402;, and 1402k to
14020 for each of three focus detection regions set in the
horizontal direction.

In FIGS. 9A and 9B, the three readout areas have the same
addition line number R in the column direction regardless of
the thinning number in the center of the focus detection
regions 1301 in the vertical direction. Accordingly, similarly
to the first embodiment, when the thinning number is low, the
percentage of the focus detection region occupied by the
readout area is low, and the focus detection region will
include pixel lines that will not be used (will not be read out
from) in the generation of image signals for phase difference
AF. In other words, the focus detection region will include a
region in which focus detection cannot be performed.
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Correction similar to the first embodiment can be per-
formed in the present embodiment as well. F1G. 9C shows the
result of correcting the respective readout areas using the
addition line number R, similarly to the first embodiment.
Corrected readout areas 1502 in the pixel unit 301 are respec-
tively made up of pixel lines 15024 to 15021, 1502 to 1502,
and 1502y to 15024; for each of three focus detection regions
set in the horizontal direction. Using the thinning ratio o, the
sizes and positions of the readout areas are set similarly to
readout areas in the case of using the vertical thinning number
5 shown in FIG. 9B.

The methods of correcting the addition line number and
correcting the readout areas based on the corrected addition
line number are the same as those described in the first
embodiment.

According to the present embodiment, effects similar to
those in the first embodiment are obtained even when mul-
tiple focus detection regions are set.

Other Embodiments

Note that only correction in the case where the current
thinning number is smaller than the reference thinning num-
ber is described in the above embodiments. However, similar
correction can be performed even in the case where the cur-
rent thinning number is larger than the reference thinning
number. In this case, the readout area is made smaller. By
performing similar correction even in the case where the
current thinning number is larger than the reference thinning
number, it is possible to suppress the situation in which a
subject outside the focus detection region has an influence on
the focus detection result when the readout area is larger than
the focus detection region.

Embodiments of the present invention can also be realized
by a computer of a system or apparatus that reads out and
executes computer executable instructions recorded on a stor-
age medium (e.g., non-transitory computer-readable storage
medium) to perform the functions of one or more of the
above-described embodiments of the present invention, and
by a method performed by the computer of the system or
apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium to
perform the functions of one or more of the above-described
embodiments. The computer may comprise one or more of a
central processing unit (CPU), micro processing unit (MPU),
or other circuitry, and may include a network of separate
computers or separate computer processors. The computer
executable instructions may be provided to the computer, for
example, from a network or the storage medium. The storage
medium may include, for example, one or more of ahard disk,
a random-access memory (RAM), a read only memory
(ROM), a storage of distributed computing systems, an opti-
cal disk (such as a compact disc (CD), digital versatile disc
(DVD), or Blu-ray Disc (BD)™), a flash memory device, a
memory card, and the like.

While the present invention has been described with refer-
ence to exemplary embodiments, it is to be understood that
the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2013-094638, filed on Apr. 26, 2013, which
is hereby incorporated by reference herein its entirety.
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What is claimed is:

1. An image capture apparatus comprising:

asensor thathas a plurality of pixel units in correspondence
with a microlens; and

a microprocessor that executes a program, wherein the
program causes the microprocessor to operate as:

a focus detection unit configured to perform focus detec-
tion with a phase-difference detection method using out-
put from the sensor,

wherein signals to be used in the focus detection are com-
bined,

the focus detection unit sets a larger signal combining
amount in a case of output from the sensor with a first
thinning number than in a case of output from the sensor
with a second thinning number, and

a thinning amount is higher in a case of using the second
thinning number than in a case of using the first thinning
number.

2. The image capture apparatus according to claim 1,
wherein signal combining performed by the focus detection
unit reduces a difference between sizes of regions for per-
forming the focus detection.

3. The image capture apparatus according to claim 1,
wherein a plurality of signals respectively corresponding to
light flux that exited different exit pupils can be read out from
a pixel unit of the sensor.

4. The image capture apparatus according to claim 1,
wherein the program further causes the microprocessor to
operate as a processing unit configured to perform image
processing for performing recording using output from the
Sensor.

5. The image capture apparatus according to claim 1,

wherein the sensor can output signals in units of pixel lines,
and

the focus detection unit combines a plurality of image
signals generated from respective pixel lines.

6. The image capture apparatus according to claim 1,

wherein the combining is addition.

7. The image capture apparatus according to claim 1,
wherein the focus detection unit changes a signal combining
amount according to a ratio between the first thinning number
and the second thinning number.

8. The image capture apparatus according to claim 7,
wherein the focus detection unit sets the signal combining
amount so as to reduce a difference between sizes of regions
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for performing the focus detection in a case of using the first
thinning number and a case of using the second thinning
number.

9. The image capture apparatus according to claim 1,
wherein the first thinning number and the second thinning
number have values that correspond to a shooting mode of the
image capture apparatus.

10. The image capture apparatus according to claim 1,
wherein the first thinning number and the second thinning
number have values that correspond to a shooting frame rate
of the image capture apparatus.

11. The image capture apparatus according to claim 1,
wherein a region for performing the focus detection in a case
of using a reference thinning number is a region that corre-
sponds to a pre-set focus detection region.

12. The image capture apparatus according to claim 1,
further comprising:

a lens controller configured to control a lens based on a
focus detection result obtained by the focus detection
unit,

wherein the focus detection unit generates a plurality of
image signals to be used in the focus detection with the
phase-difference detection method, and

wherein, among output from the sensor, the focus detection
unit uses signals from pixel units included in a set read-
out area when generating the plurality of image signals.

13. A method of controlling an image capture apparatus
that has a sensor having a plurality of pixel units for a micro-
lens, comprising:

a focus detection step of performing focus detection with a

phase-difference detection method using output from
the sensor,

wherein signals to be used in the focus detection step are
combined,

in the focus detection step, a larger signal combining
amount is set in a case of output from the sensor with a
first thinning number than in a case of output from the
sensor with a second thinning number, and

a thinning amount is higher in a case of using the second

thinning number than in a case of using the first thinning
number.



