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SENDING USER PLANE TRAFFIC IN A
MOBILE COMMUNICATIONS NETWORK

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a 35 U.S.C. §371 national stage appli-
cation of PCT International Application No. PCT/EP2012/
056712, filed on 12 Apr. 2012, which itself claims priority to
U.S. Provisional Patent Application No. 61/474,437, filed 12
Apr. 2011, the disclosure and content of both of which are
incorporated by reference herein in its entirety. The above-
referenced PCT International Application was published in
the English language as International Publication No. WO
2012/140158 Al on 18 Oct. 2012.

TECHNICAL FIELD

The invention relates to the field of sending user plan traffic
in a mobile communications network.

BACKGROUND

It is known to provide caching in a mobile network. Cach-
ing is based on the idea that a large percentage of Internet
traffic is repetitive, and that eliminating the sending of repeat-
ing content from its origin may offer a savings opportunity in
terms of required bandwidth. The main principle of caching
in a mobile network is that copies of the repeated content in,
for example, the Internet, are moved closer to mobile users.
For example, such content may be cached in different parts of
the Radio Access Network (RAN), in the Core Network (CN),
or just “above” the CN.

The main benefits that can be achieved with caching in
mobile networks are as follows:

a. A decrease in the cost of transport in the mobile network
as well as the cost for Internet peering. This is achieved
“above the cache”, as the cached information in principle is
only transferred once in the transmission links above the
cache.

b. An improved quality of experience for the mobile end-
users. This is mainly achieved with lower delays, as the
cached information can be returned faster to the mobile users
from the cache (compared to the case where the information
is obtained all the way from the original location).

c. Provision of new services, such as content hosting and
storage/backup for the operators. A mobile operator can agree
with content providers to ensure that the content from a spe-
cific content provider is delivered in a better way to the mobile
users in the mobile operator’s network.

Caching can also be used for the media distribution
towards the mobile users. Instead of retrieving downloadable
media from the media server or from other users, the media
can be retrieved from the cache. FIG. 1 shows how media
information from a media server 1 that has access to several
mediasources 1a is pushed into a cache 2 in a mobile network
3 and then the mobile users 4, 5 can receive the media infor-
mation directly from the cache 2 instead of from the media
server 1. Note that that caching can be used for almost any
type of internet content, and so the example of media content
shown in FIG. 1 could be replaced with almost any other type
of content.

Common RAN caching is about including a cache 2 in the
RAN for all different radio access technologies, for example
GSM, WCDMA and LTE. A good placement for a RAN
cache is at a common RAN Controller, for example a node
that includes either a Base Station Controller (BSC) or Radio
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Network Controller (RNC) or both. A challenge for caching is
to ensure that the user plane traverses via the RAN cache. If
the cache is included in the RNC, then the WCDMA/HSPA
user plane automatically traverses via the RAN cache. The
same applies for GPRS/EDGE user plane traffic where the
RAN cache is included at the BSC. However, in the latter case
there is an additional challenge as the GPRS/EDGE user
plane traffic is normally encrypted between the MS/UE and
the Serving GPRS Support Node (SGSN) and therefore the
traffic is encrypted when traversing through the BSC.

A problem arises then using the Long Term Evolution
(LTE) architecture. LTE is a communication network tech-
nology currently under development by the 3rd Generation
Partnership Project (3GPP). LTE requires a new radio access
technique termed Evolved Universal Terrestrial Radio Access
Network (E-UTRAN), which is designed to improve network
capacity, reduce latency in the network, and consequently
improve the end-user’s experience. System Architecture Evo-
Iution (SAE) is the core network architecture for LTE com-
munication networks.

As shown in FIG. 2, LTE is a so called “flat RAN architec-
ture” without any RAN controller. The control plane interface
(S1-MME) goes directly between an eNodeB (eNB) 6 and a
Mobility Management Entity (MME) 7, and the user plane
interface (S1-U) goes directly between the eNB 6 and a Serv-
ing GW (SGW) 8. Note that the SGW 8 can be integrated
together with a PDN GW, but for simplicity, the term SGW is
used herein to denote the user plane gateways in the core
network. To enable caching, the user plane interface needs to
be routed via a RAN Controller 9, shown as the thick black
line between the eNB 6, the cache 2 and the SGW 8, and the
textbox “How?”

As LTE is a flat RAN architecture, there is at present no
way of ensuring that user plane traffic traverses the RAN
controller 9 and hence can access the RAN cache 2.

Furthermore, the same problem applies to other circum-
stances in which it is desirable for user plane traffic to traverse
a particular node. For example, instead of the caching prob-
lem described above, it may be required for traffic to traverse
a particular node that provides “cloud” applications and/or
software hosting. Similarly, user plane traffic optimization or
packet inspection may be required in the node. In any of these
exemplary cases, there is currently no way of ensuring that
user plane traffic is routed via a particular node located
between the eNB 6 and the SGW 8.

SUMMARY

It is an object of the invention to allow user plane traffic to
traverse a node located between a base station and a Serving
Gateway, such as a cache in a RAN controller, in a mobile
communications network such as an LTE network. According
to a first aspect, there is provided a method of sending user
plane traffic via a node located between a base station and a
Serving Gateway in a mobile telecommunications network.
The base station receives a message containing tunneling
protocol information identifying the Serving Gateway. It then
sends a second message towards the node, the second mes-
sage including tunneling protocol information identifying the
base station and the Serving Gateway. The base station then
receives a third message from the node, the third message
including tunneling protocol information for the base station
to use towards the node, and tunneling protocol information
for the Serving Gateway to use towards the node. A fourth
message is sent, the fourth message including tunneling pro-
tocol information for the Serving Gateway to use towards the
node. This allows tunnels to be established between the base
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station and the node, and the node and the Serving Gateway.
User plane traffic can then be sent between the base station
and the Serving Gateway via the node.

As an option, local identifiers for User Equipment associ-
ated with the user plane traffic and for the local bearer used are
created. Tunneling protocol information is selected identify-
ing the base station, and the tunneling protocol information
identifying the base station and local identifiers are included
in the second message.

The local identifiers and tunnel endpoint identifiers are
optionally stored in a memory.

As an option, a determination is made that the node can no
longer be contacted. In this case, a path switch request is sent
to a Mobility Management Entity, the path switch request
message including an address and tunneling protocol infor-
mation identifying the base station, in order to establish a new
tunnel between the base station and the Serving Gateway to
replace the previously established first and second tunnels.

The method optionally comprises selecting a node from a
pool of nodes and, in the event of losing a connection with the
selected node, selecting a further node from the pool of nodes.

The base station is optionally selected from an eNodeB and
a Home eNodeB Gateway, and the node optionally comprises
any of a cache, a data host, a packet analysis function and a
user plane traffic optimization function.

According to a second aspect, there is provided a method of
sending user plane traffic via a node located between a base
station and a Serving Gateway in a mobile telecommunica-
tions network. The node receives, from the base station
located in the Radio Access Network a message. The message
includes tunneling protocol information identifying the base
station and the Serving Gateway. The node establishes a first
tunnel between the node and the base station and a second
tunnel between the node and the Serving Gateway. A further
message is sent to the base station, the further message
including tunneling protocol information for the base station
to use towards the node, and tunneling protocol information
for the Serving Gateway to use towards the node. The node
can then receive user plane traffic sent between the base
station and the Serving Gateway via the node.

As an option, the node comprises any of a cache, a data
host, a packet analysis function and a user plane traffic opti-
mization node.

According to a third aspect, there is provided a base station
for use in a mobile communication network. The base station
is provided with a first receiver for receiving a message com-
prising tunneling protocol information identifying a Serving
Gateway. A transmitter is provided for sending a second
message towards a node located in a Radio Access Network,
the second message including tunneling protocol information
identifying the base station and tunneling protocol informa-
tion identifying the Serving Gateway. A second receiver is
provided for receiving a third message from the node, the
third message including tunneling protocol information for
the base station to use towards the node, and tunneling pro-
tocol information for the Serving Gateway to use towards the
node. The transmitter is arranged to send a fourth message,
the fourth message including tunneling protocol information
for the Serving Gateway to use towards the node. A processor
is provided for sending and/or receiving user plane traffic
towards the Serving Gateway via the node.

As an option, the processor is further arranged to create
local identifiers for User Equipment associated with the user
plane traffic and for the local bearer used, and the processor is
further arranged to select tunneling protocol information
identifying the base station, wherein the tunneling protocol
information identifying the base station and local identifiers
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are included in the second message. As a further option, the
base station is provided with a computer readable medium in
the form of a memory, the memory being usable for storing
the local identifiers and tunnel endpoint identifiers.

The processor is optionally arranged to determine that the
node can no longer be contacted. In this case, the base station
further comprises a second transmitter for sending a path
switch request to a Mobility Management Entity, the path
switch request message including an address and tunneling
protocol information identifying the base station, in order to
establish a new tunnel between the base station and the Serv-
ing Gateway to replace the previously established first and
second tunnels.

The base station is optionally selected from aneNodeB and
a Home eNodeB Gateway

According to a fourth aspect, there is provided a node for
use between a base station and a Serving Gateway in a mobile
communications network. The node is provided with a
receiver for receiving, from the base station, a message. The
message includes tunneling protocol information identifying
the base station and the Serving Gateway. A processor is
provided for arranging the establishment of a first tunnel
between the node and the base station and a second tunnel
between the node and the Serving Gateway. A first transmitter
is provided for sending a further message to the base station,
the further message including tunneling protocol information
for the base station to use towards the cache, and tunneling
protocol information for the Serving Gateway to use towards
the cache. The processor is arranged to send user plane traffic
between the base station and the Serving Gateway via the
node using the first and second tunnels.

An example of such a node is a Radio Access Network
Controller.

According to a fifth aspect, there is provided a computer
program, comprising computer readable code which, when
run on a base station, causes the base station to behave as a
base station as described above in the third aspect.

According to a sixth aspect, there is provided a computer
program, comprising computer readable code which, when
run on a node for providing cached data in a mobile commu-
nications network, causes the node to behave as a node as
described above in the fourth aspect.

According to a seventh aspect, there is provided a computer
program product comprising a computer readable medium
and a computer program as described above in either of the
fifth or sixth aspects, wherein the computer program is stored
on the computer readable medium.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates schematically in a block diagram a net-
work architecture for providing caching for media content in
a mobile communication network;

FIG. 2 illustrates schematically in a block diagram an LTE
network architecture showing the problem of user plane traf-
fic not traversing a cache;

FIG. 3 illustrates schematically in a block diagram a prin-
ciple of a GTP-tunnel between an eNodeB and a Serving
Gateway;

FIG. 4 illustrates schematically in a block diagram a prin-
ciple of two GTP-tunnels between an eNodeB and a cache,
and the cache and a Serving Gateway;

FIG. 5 illustrates schematically in a block diagram a
S1-RAN interface between the eNodeB and the cache;

FIG. 6 is a signaling diagram showing the signaling flow
for the S1-RAN interface according to an embodiment of the
invention;
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FIG. 7 is a flow diagram showing steps according to an
embodiment of the invention;

FIG. 8 is a flow diagram showing steps of a fall-back
mechanism according to an embodiment of the invention;

FIG. 9 illustrates schematically in a block diagram an
IPSec Tunnel according to an embodiment of the invention;

FIG. 10 illustrates schematically in a block diagram the
function of an SeGW in a RAN controller according to an
embodiment of the invention;

FIG. 11 illustrates schematically in a block diagram an
eNodeB according to an embodiment of the invention; and

FIG. 12 illustrates schematically in a block diagram a
Radio Access Network Controller node according to an
embodiment of the invention.

DETAILED DESCRIPTION

The following describes a technique that allows LTE user
plane traffic to traverse via a RAN cache 2 in a RAN Con-
troller 9. Furthermore, a fallback mechanism is provided for
the case when the RAN Controller 9 fails. However, this is not
intended to be a limiting example, and the following descrip-
tion applies to any case where a node needs to access user
plane traffic between the base station (such as an eNB) 6 and
the SGW 8. Examples of such nodes include nodes that pro-
vide cloud applications and software hosting. In this case, the
node must have access to LTE user plane traffic between the
eNB 6 and the SGW 8. Another example is a node that
provides user plane traffic optimization, such as TCP optimi-
zation, video optimization or video enhancement. A further
example is a node that performs packet inspection on user
plane traffic, such as header inspection, shallow packet
inspection, deep packet inspection and heuristic traffic analy-
sis. Again, the node requires access to user plane traffic
between the base station 6 and the SGW 8. The following
description is based on the example where user plane traffic is
sent via a cache located between the base station 6 and the
SGW 8, but it will be appreciated that the cache could be
substituted for any other type of node that requires access to
the user plane traffic.

The term “tunneling protocol information” used below
refers to information used to set up a tunnel between nodes,
and includes information such as a source or destination IP
address and a Tunneling Endpoint Identifier (TEID).

In the following description, the cache is located in a RAN,
between the base station 6 and the SGW 8. However, for some
network architectures the boundary between the RAN and the
core network is difficult to define, so the skilled person will
appreciate that the cache (or other node) is not necessarily
located in the RAN; it may be located in the RAN or the core
network at any point between the base station and the SGW.

If an S1-MME interface is unchanged it will go directly
between the eNB 6 and the MMEC(s) 7. In other words, the
control plane between eNB 6 and MME 7 doesn’t traverse the
node (such as a cache, packet inspection node etc.) that
requires access user plane traffic.

The S1-U interface is therefore changed so that node that
requires access to the user plane traffic (such as a RAN
Controller 9 and the cache logic in the RAN Controller 9)
becomes part of the user plane between eNB 6 and the SGW
8. The new logical path is eNB <> RAN Controller<» SGW.

The following describes how the above arrangement can be
achieved for the S1-U interface.

The GPRS Tunneling Protocol (GTP), or at least the user
plane part of it i.e. the GTP-U protocol, is used on the S1-U
interface. Normally, the GTP-tunnel is located between the
eNB 6 and SGW 8 as shown in FIG. 3. However, F1G. 4 shows
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the principle when the cache 2 has been included as part of the
S1-U interface between eNB 6 and SGW 8. The GTP-tunnel
that traversed between eNB 6 and SGW 8 is now divided into
two different parts, one part between the eNB 6 and the cache
2, and another part between the cache 2 and the SGW 8. An
advantage of this solution is that it can be introduced with
changes only being required in the RAN. This means that the
SGW 8 ‘sees’ the cache 2 as an eNB 6, and the real eNB 6 is
hidden from the SGW 8.

To enable the solution illustrated in FIG. 4, a new control
plane interface S1-RAN is created between the eNB 6 and the
cache 2 in the RAN Controller 9, as shown in FIG. 5.

For the establishment of the S1-RAN interface it is
assumed beneficial that the eNB 6 establishes the connection
towards the RAN Controller 9 and therefore there needs to
exist a mechanism for the eNB 6 to select the most suitable
RAN Controller 9 (suitable, for example, because the loca-
tion of the RAN Controller 9 is very close to the normal
transmission path of the S1-U interface).

One approach for SI-RAN interface establishment that
avoids unnecessary configuration in the eNBs 6 is to apply a
Domain Name System (DNS)-based solution. In this case the
eNB 6 builds a Fully Qualified Domain Name (FQDN) con-
sisting of the string “RAN”, Public Land Mobile Network
(PLMN) identifiers Mobile Network Code (MNC) and
Mobile Country Code (MCC), and parts of identifiers for the
eNB 6 (e.g. eNB-ID or parts of it), and then performs a DNS
query. The returned IP-address is the [P-address of the RAN
Controller configured in the DNS. An example of such a
FQDN for MCC 345 and MNC 12 can be coded as:
“RAN.eNB9876.mnc012.mcc345.pub.3gppnetwork.org”

Further details of the S1-RAN interface establishment and
the protocol architecture are not described below. However,
as an example it is suggested that this interface may be SCTP
based as this is used e.g. for S1-MME in the eNB.

Theusage of the S1-RAN interface is shown in FIG. 6. This
figure shows the case of an INITIAL CONTEXT SETUP
REQUEST message being received at the eNB 6. There are
also other cases when the S1-RAN interface signaling is
triggered, for example:

1. Dedicated Bearer Activation procedure;

2. Bearer Modification procedure;

3. Context Management procedure; and

4. Handover related procedures.

The following numbering corresponds to the numbering of
FIGS. 6 and 7:

S1. The eNB 6 receives a message that contains GTP-U
tunneling protocol information including the SGW IP
Address and TEID.

S2. The eNB 6 creates two local identifiers, UE 1D and
Bearer ID and stores these in the local UE context for this
bearer. The UE ID could be, for example, the eNB UE S1AP
ID and the Bearer ID could be for example the ERAB-ID.

S3. The eNB 6 selects local GTP-U tunneling protocol
information to identify the eNB 6, including the eNB IP
Address and TEID (shown as RBS IP and RBS TEID in FIG.
6).

S4. The eNB 6 creates a new S1-RAN message New Con-
text including UE 1D and Bearer ID. For uplink traffic, the
SGW IP Address and TEID are included, and for downlink
traffic, the eNB IP Address and TEID are included.

S5. The message is sent to the cache 2 in the RAN Con-
troller 9.

S6. In addition, the eNB 6 may store locally all the above
tunneling protocol information as it may be needed later if a
fallback solution is required.

S7. The cache 2 receives the message.
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S8. The received tunneling protocol information is used by
the cache 2 to create two different GTP-U tunnels, one
between the eNB 6 and cache 2, and another one between the
cache 2 and SGW 8.

For the GTP-U tunnel between the cache 2 and the SGW 8:
The cache 2 starts using the received SGW IP Address and
TEID as the destination information for a GTP-U tunnel
towards the SGW 8. The cache 2 also selects local GTP-U
tunnel identifiers, i.e. cache IP Address-2 and TEID-2 for the
SGW 8 to use towards the cache 2.

For the GTP-U tunnel between the cache 2 and the eNB 6:
The cache 2 starts using the received eNB IP Address and
TEID as the destination information for the GTP-U tunnel
towards the eNB 6. The cache 2 also selects local GTP-U
tunnel identifiers, i.e. cache IP Address-1 and TEID-1 for the
eNB 6 to use towards the cache 2.

S9. The cache 2 creates a new S1-RAN message as a reply
to the message and includes: UE ID and Bearer ID, the cache
IP Address-1 and TEID-1, and cache IP Address-2 and TEID-
2.

S10. The message is sent back to the eNB 6.

S11. When the eNB 6 receives the reply message from the
cache 2, it performs the following actions:

S12. The received tunneling protocol information about
cache 2 IP Address-2 and TEID-2 is used by the eNB 6 to
reply towards the core network as the destination GTP-U
tunnel information in the RAN. In this case the IP-address is
towards the cache 2 in the RAN Controller 9. In this way, user
plane traffic between the eNB 6 and the core network is sent
via the cache 2. The eNB 6 sends a response message to the
MME 7 in response to the message received in step S1. The
response message includes tunneling protocol information
for the SGW 8 to use towards the cache 2 as received from the
cache 2.

S13. The received tunneling protocol information about
cache 2 IP Address-1 and TEID-1 is used by the eNB 6 for the
GTP-U tunnel towards the cache 2 in the RAN Controller 9.

Note that any of the messages and tunneling protocol infor-
mation described above may be sent via one or more inter-
vening nodes.

The proposed solution described above introduces a cen-
tralized RAN node, the RAN Controller 9, in the LTE user
plane traffic path. The RAN Controller 9 becomes a possible
Single Point of Failure for LTE traffic. Therefore a solution is
needed for the case when RAN Controller 9 fails.

One way to address this problem is to pool RAN Control-
lers 9 and/or caches (if the cache is not located at the RAN
Controller 9), which allows the possibility to re-establish the
GTP-U tunnels via a new RAN Controller and cache. Alter-
natively, a fallback may be performed to the initial traffic path
i.e. that the GTP-U tunnel is rerouted to go directly between
the eNB 6 and the SGW 8 again without traversing any RAN
Controller 9 or cache 2.

Note that if the session between the UE and the (old) cache
2 is terminated, the UE needs to re-establish the session that
was previously established between the UE and the old cache
2. Where cache pooling is in place, the new session may be
between the UE and a new cache, and where a fallback to the
initial traffic path is in place, the new session would be
between the UE and the servers outside mobile network (i.e.
no caching is involved).

Considering in more detail the second case, in which a
fallback is performed to the initial traffic path, the main prin-
ciples are illustrated in FIG. 8. The following numbering
corresponds to that of FIG. 8:

S14. The initial scenario is that GTP-U tunnel for a UE
session is divided into two steps: 1) GTP-U tunnel between the
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eNB 6 and the RAN Controller/cache 2 and ii) GTP-U tunnel
between the RAN Controller/cache 2 and the SGW 8.

S15. The RAN Controller 9 and the cache 2 go out of
service and the GTP-U tunnel for the UE session breaks. In
this case, the GTP-U tunnel is rerouted so that it once more
goes directly between the eNB 6 and the SGW 8.

S16. There are different ways for the eNB 6 to detect thatan
RAN Controller 9 has gone down. The detection could be
based on a lack of any traffic from this RAN Controller 9.
Another possibility is to implement the GTP-U Path Manage-
ment procedures Echo Request and Echo Reply that can be
used to check if the other side is still active.

When the eNB 6 detects the failure of the RAN Controller
9, the eNB 6 knows the tunneling protocol information for the
SGW 8, such as the SGW IP-address and TEID, as these were
included in the initial message from the MME 7 to establish
the GTP-U tunnel. The SGW 8 knows only the RAN IP
address and TEID (really the cache IP Address-2 and cache
TEID-2 as described above). It is therefore mainly the down-
link side of the GTP-U tunnel that needs to be rerouted and
this information needs to be provided to the SGW 8.

S17. To reroute the downlink of the GTP-U tunnel in the
SGW, the eNB 6 selects local tunneling protocol information
in the form of GTP-U tunnel identifiers, i.e. eNB IP Address
and TEID. These could be the same as the eNB 6 initially
provided to the RAN Controller 9 or these could be new ones.

S18. The eNB 6 sends a PATH SWITCH REQUEST mes-
sage to the MME 7. The only new information in this message
is the “Transport layer address” field that is set to the eNB IP
Address and the GTP-TEID that is set to the eNB TEID.

S19. The core network performs a path switch between the
eNB 6 and the MME 7, which results in modification of the
bearer between the MME 7 and the SGW 8. New downlink
GTP-U tunnel information is provided to the SGW 8.

One aspect about this solution is that the MME 7 sees this
case as an X2-based handover within the same eNB 6. How-
ever, it is assumed that this doesn’t create any problems in the
MME 7 as the case is very similar to the case for HeNBs
(Home eNB, also known as an LTE Femto base-station) when
there is a HeNB-GW deployed. In this case the HeNB-GW
multiplexes multiple S1-interfaces from the HeNBs towards
the different MMEs. In the case of an X2-based handover
between two HeNBs below the same HeNB-GW, the situa-
tion is the same.

Note that it is optional to use IPsec to protect parts of the
GTP-U tunnel between the eNB 6 and the SGW 8. This is
further shown in FIG. 9 where it is also shown that IPsec is
used to protect the S1-MME interface between the eNB 6 and
the MME 7. FIG. 9 shows a case in which the same IPsec
tunnel towards one Security Gateway (SEGW) 10 is used to
protect both the S1I-MME and S1-U. However, it will be
appreciated that other deployments are also possible, e.g.
different IPsec tunnels towards different SEGWs for different
MMEs and SGWs.

A problem related to caching of LTE traffic in the RAN
controller 9 is mainly due to the possibility that the SEGWs
10 could be located on a different site to the cache 2 and the
RAN Controller 9. One possibility is that the cache 2 and
RAN Controller 9 are in the so called Local Switching Site
further out in the network than the Primary Switching Site
where the MMEs and SGWs are likely to be centrally placed
together with the SEGW. A related aspect is that it is possible
for the SGW (and PDN-GW) to be located further out in the
network, for example to the Local Switching Site. This would
also mean that the SEGW 10, SGW/PDN-GW 8 and the RAN
Controller 9 may end up in the same site. However, it is
assumed here that the solution needs to support also the case
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when the SGWs 8 are still centrally placed in the Primary
Switching Site together with other core network nodes, as
shown in FIG. 9.

A solution to this problem is to locate the SEGW 10 in the
RAN Controller 9, as shown in FIG. 10.

The normal functionality in IPsec (in Internet Key
Exchange version 2 (IKEv2) protocol) can be used to nego-
tiate different Traffic Selectors (TS) for the different [Psec
tunnels. A TS for an [Psec tunnel defines which part of the
traffic is sent in a specific [Psec tunnel. A TS can be, for
example, based on destination IP addresses and this enables
for example the RAN Controller IP addresses and the SGW IP
addresses to be divided into different [Psec tunnels using the
TSs of these IPsec tunnels.

An important aspect is also that if an [Psec tunnel is termi-
nated in the RAN Controller 9 then all S1-U GTP-U tunnels
will anyhow traverse the cache 2 and the S1-RAN based
solution described above would not be needed. However, the
usage of [Psec for GTP-U is optional and therefore the solu-
tion needs to also support the case when IPsec is not used.

As mentioned above, the eNB 6 can have multiple [Psec
tunnels towards different SEGWs 8, for example one to the
RAN Controller IP subnetwork and one towards the SGW IP
subnetwork. This means that there would be no delay in
needing to establish a new IPsec tunnel towards the SGW
subnetwork before the described Path Switch procedure.

Turning to FIG. 11, there is illustrated an eNodeB 6 accord-
ing to an embodiment of the invention. The eNodeB 6 is
provided with a first receiver 11 for receiving a message that
contains the tunneling protocol information. A transmitter 12
is provided for sending a second message towards the cache 2,
the second message including a tunneling protocol informa-
tion for the eNodeB 6 and tunneling protocol information for
the SGW 8. A second receiver 13 is provided for receiving a
third message from the RAN Controller 9, the third message
including tunneling protocol information for the eNodeB 6 to
use toward the cache 2, and tunneling protocol information
for the Serving Gateway 8 to use towards the cache 2. The
transmitter 12 (or another transmitter) is used to sending a
fourth message towards the SGW 8. The fourth message
includes the tunneling protocol information required for the
SGW 81to use towards the cache 2. A processor 14 is provided
for controlling sending of user plane traffic between the eNo-
deB 6 and the SGW 8 via the cache 2.

The processor 14 may be arranged to create local identifi-
ers as described above. Furthermore, the eNodeB 6 may be
provided with a computer readable medium in the form of a
memory 15, the memory 15 being used for storing the local
identifiers and tunnel endpoint identifiers in a memory. The
memory 15 may also be used to store a computer program 17
which, when executed by the processor 14, causes the eNo-
deB 6 to behave as described above.

For the fallback mechanism, the processor 14 may be fur-
ther arranged to determine that the RAN Controller 9 at which
the cache 2 is located can no longer be contacted. In this case,
a second transmitter 16 is provided for sending a path switch
request to the MME 7, the path switch request message
including an address and tunnel endpoint identifier for the
eNodeB 6, in order to establish a new tunnel between the
eNodeB 6 and the SGW 8 to replace the previously estab-
lished first and second tunnels.

Turning now to FIG. 12, there is shown a RAN Controller
9. As described above, the RAN Controller 9 is provided with
a cache 2 for storing cached data. A first receiver 18 is pro-
vided for receiving a message from the eNodeB 6, the mes-
sage including tunneling protocol information for the eNo-
deB 6 and the SGW 8. A processor 19 is provided for
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establishing a first tunnel between the cache 2 and the eNo-
deB 6 and a second tunnel between the cache 2 and the SGW
8. A first transmitter 20 is provided for sending a further
message to the eNodeB 6, the further message including
tunneling protocol information for the eNodeB 6 to use
toward the cache 2, and tunneling protocol information for the
SGW 8 to use towards the cache 2. The processor 19 is
arranged to send user plane traffic between the eNodeB 6 and
the SGW 8 via the cache 2.

As described above, the RAN Controller 9 may also
include a SeGW function 10. The RAN Controller 9 may also
be provided with a computer readable medium in the form of
a memory 21. This may be used to store a computer program
22 which, when executed by the processor, causes the RAN
Controller 9 to behave as described above. Note that the
Figure shows the cache 2 stored in the memory 21, although
it will be appreciated that the cache 2 may be stored in a
different memory or located remotely but accessible by the
RAN Controller 9.

It will be appreciated by the person of skill in the art that
various modifications may be made to the above described
embodiments without departing from the scope of the present
invention as defined in the appended claims. For example,
while the above description refers to LTE networks, it will be
appreciated that the invention may apply to other types of
radio network, and base stations other than an eNodeB, such
as a HeNB-G may also utilize the invention. Furthermore, the
invention is described above with a cache located at the RAN
Controller 9, but the invention also applies to the case where
the cache is located at a separate node between the RAN
Controller and the PGW/GGSN.

In the above-description of various embodiments of the
present invention, it is to be understood that the terminology
used herein is for the purpose of describing particular
embodiments only and is not intended to be limiting of the
invention. Unless otherwise defined, all terms (including
technical and scientific terms) used herein have the same
meaning as commonly understood by one of ordinary skill in
the art to which this invention belongs. It will be further
understood that terms, such as those defined in commonly
used dictionaries, should be interpreted as having a meaning
that is consistent with their meaning in the context of this
specification and the relevant art and will not be interpreted in
an idealized or overly formal sense expressly so defined
herein.

It will be understood that, although the terms first, second,
etc. may be used herein to describe various elements, these
elements should not be limited by these terms. These terms
are only used to distinguish one element from another. For
example, a first element could be termed a second element,
and, similarly, a second element could be termed a first ele-
ment, without departing from the scope of the present inven-
tion. As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.

As used herein, the singular forms “a”, “an” and “the” are
intended to include the plural forms as well, unless the con-
text clearly indicates otherwise. Well-known functions or
constructions may not be described in detail for brevity and/or
clarity. The term “and/or” includes any and all combinations
of one or more of the associated listed items.

As used herein, the terms “comprise”, “comprising”,
“comprises”, “include”, “including”, “includes”, “have”,
“has”, “having”, or variants thereof are open-ended, and
include one or more stated features, integers, elements, steps,
components or functions but does not preclude the presence
or addition of one or more other features, integers, elements,
steps, components, functions or groups thereof. Furthermore,
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as used herein, the common abbreviation “e.g.”’, which
derives from the Latin phrase “exempli gratia,” may be used
to introduce or specify a general example or examples of a
previously mentioned item, and is not intended to be limiting
of such item. The common abbreviation “i.e.””, which derives
from the Latin phrase “id est,” may be used to specify a
particular item from a more general recitation.

Example embodiments are described herein with reference
to block diagrams and/or flowchart illustrations of computer-
implemented methods, apparatus (systems and/or devices)
and/or computer program products. It is understood that a
block of the block diagrams and/or flowchart illustrations,
and combinations of blocks in the block diagrams and/or
flowchart illustrations, can be implemented by computer pro-
gram instructions that are performed by one or more com-
puter circuits. These computer program instructions may be
provided to a processor circuit of a general purpose computer
circuit, special purpose computer circuit, and/or other pro-
grammable data processing circuit to produce a machine,
such that the instructions, which execute via the processor of
the computer and/or other programmable data processing
apparatus, transform and control transistors, values stored in
memory locations, and other hardware components within
such circuitry to implement the functions/acts specified in the
block diagrams and/or flowchart block or blocks, and thereby
create means (functionality) and/or structure for implement-
ing the functions/acts specified in the block diagrams and/or
flowchart block(s).

These computer program instructions may also be stored in
a tangible computer-readable medium that can direct a com-
puter or other programmable data processing apparatus to
function in a particular manner, such that the instructions
stored in the computer-readable medium produce an article of
manufacture including instructions which implement the
functions/acts specified in the block diagrams and/or flow-
chart block or blocks.

A tangible, non-transitory computer-readable medium
may include an electronic, magnetic, optical, electromag-
netic, or semiconductor data storage system, apparatus, or
device. More specific examples of the computer-readable
medium would include the following: a portable computer
diskette, a random access memory (RAM) circuit, a read-only
memory (ROM) circuit, an erasable programmable read-only
memory (EPROM or Flash memory) circuit, a portable com-
pact disc read-only memory (CD-ROM), and a portable digi-
tal video disc read-only memory (DVD/BluRay).

The computer program instructions may also be loaded
onto a computer and/or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer and/or other programmable appara-
tus to produce a computer-implemented process such that the
instructions which execute on the computer or other program-
mable apparatus provide steps for implementing the func-
tions/acts specified in the block diagrams and/or flowchart
block or blocks. Accordingly, embodiments of the present
invention may be embodied in hardware and/or in software
(including firmware, resident software, micro-code, etc.) that
runs on a processor such as a digital signal processor, which
may collectively be referred to as “circuitry,” “a module” or
variants thereof.

It should also be noted that in some alternate implementa-
tions, the functions/acts noted in the blocks may occur out of
the order noted in the flowcharts. For example, two blocks
shown in succession may in fact be executed substantially
concurrently or the blocks may sometimes be executed in the
reverse order, depending upon the functionality/acts
involved. Moreover, the functionality of a given block of the
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flowcharts and/or block diagrams may be separated into mul-
tiple blocks and/or the functionality of two or more blocks of
the flowcharts and/or block diagrams may be at least partially
integrated. Finally, other blocks may be added or inserted
between the blocks that are illustrated. Moreover, although
some of the diagrams include arrows on communication paths
to show a primary direction of communication, it is to be
understood that communication may occur in the opposite
direction to the depicted arrows.

Different embodiments have been disclosed herein, in con-
nection with the above description and the drawings. It will be
understood that it would be unduly repetitious and obfuscat-
ing to literally describe and illustrate every combination and
subcombination of these embodiments. Accordingly, the
present specification, including the drawings, shall be con-
strued to constitute a complete written description of various
example combinations and subcombinations of embodiments
and of the manner and process of making and using them, and
shall support claims to any such combination or subcombi-
nation.

The following abbreviations have been used in this speci-
fication:

3GPP 3rd Generation Partnership Project

BSC Base Station Controller

CN Core Network

DNS Domain Name System

E-UTRAN Evolved Universal Terrestrial Radio Access
Network

eNB eNodeB

FQDN Fully Qualified Domain Name

GTP GPRS Tunneling Protocol

HeNB Home eNB

IP Internet Protocol

LTE Long Term Evolution

MCC Mobile Country Code

MME Mobility Management Entity

MNC Mobile Network Code

PLMN Public Land Mobile Network

RNC Radio Network Controller

RAN Radio Access Network

SAE System Architecture Evolution

SEGW Security Gateway

SGSN Serving GPRS Support Node

SGW Serving Gateway

TEID Tunnel Endpoint Identifier

TS Traffic Selector

UE User Equipment

The invention claimed is:

1. A method of sending user plane traffic via a node located
between a base station and a Serving Gateway in a mobile
telecommunications network, the method comprising, at the
base station located in a Radio Access Network:

receiving a first message containing tunneling protocol

information identifying the Serving Gateway;

sending a second message towards the node, the second

message including tunneling protocol information iden-
tifying the base station and the Serving Gateway for use
by the node to establish a first tunnel between the node
and the base station and to establish a second tunnel
between the node and the Serving Gateway;

receiving a third message from the node, the third message

including tunneling protocol information for the base
station to use towards the node, and tunneling protocol
information for the Serving Gateway to use towards the
node;
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sending in a fourth message tunneling protocol informa-
tion for the Serving Gateway to use towards the node;
and
sending and/or receiving user plane traffic between the
base station and the Serving Gateway via the node, using
the first tunnel and without using the second tunnel for
the sending and/or the receiving the user plane traffic
between the base station and the node, in response to the
node being in communication with the base station.
2. The method according to claim 1, further comprising, at
the base station:
creating local identifiers for User Equipment associated
with the user plane traffic and for a local bearer used; and

selecting tunneling protocol information identifying the
base station, wherein the tunneling protocol information
identifying the base station and local identifiers are
included in the second message.

3. The method according to claim 1, further comprising
storing the local identifiers and tunnel endpoint identifiers in
a memory.

4. The method according to claim 1, further comprising:

determining that the node can no longer be contacted;

sending a path switch request to a Mobility Management
Entity, the path switch request message including an
address and tunneling protocol information identifying
the base station, in order to establish a new tunnel
between the base station and the Serving Gateway to
replace the first and second tunnels that were previously
established.

5. The method according to claim 1, further comprising:

selecting the node from a pool of nodes;

in the event of losing a connection with the selected node,

selecting a further node from the pool of nodes.
6. The method according to claim 1, wherein the base
station is selected from an eNodeB and a Home eNodeB
Gateway, and the node comprises any of a cache, a data host,
a packet analysis function, and a user plane traffic optimiza-
tion function.
7. A method of sending user plane traffic via a node located
between a base station and a Serving Gateway in a mobile
telecommunications network, the method performed by the
node and comprising:
receiving from the base station located in a Radio Access
Network a message, the message including tunneling
protocol information identifying the base station and the
Serving Gateway;

establishing at the node a first tunnel between the node and
the base station and a second tunnel between the node
and the Serving Gateway based on the tunneling proto-
col information in the message;

sending a further message to the base station, the further

message including tunneling protocol information for
the base station to use towards the node, and tunneling
protocol information for the Serving Gateway to use
towards the node; and

receiving user plane traffic sent from the base station to the

node using the first tunnel and without using the second
tunnel, in response to the node being in communication
with the base station.

8. The method according to claim 7, wherein the node
comprises any of a cache, a data host, a packet analysis
function, and a user plane traffic optimization node.

9. A base station for use in a mobile communication net-
work, the base station comprising:

a first receiver for receiving a first message comprising

tunneling protocol information identifying a Serving
Gateway;
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a transmitter for sending a second message towards a node
located in a Radio Access Network, the second message
including tunneling protocol information identifying for
the base station and tunneling protocol information
identifying the Serving Gateway for use by the node to
establish a first tunnel between the node and the base
station and to establish a second tunnel between the node
and the Serving Gateway;

a second receiver for receiving a third message from the
node, the third message including tunneling protocol
information for the base station to use towards the node,
and tunneling protocol information for the Serving
Gateway to use towards the node;

wherein the transmitter is arranged to send in a fourth
message tunneling protocol information for the Serving
Gateway to use towards the node; and

a processor for sending and/or receiving user plane traffic
towards the Serving Gateway via the node, using the first
tunnel and without using the second tunnel for the send-
ing and/or the receiving the user plane traffic between
the base station and the node, in response to the node
being in communication with the base station.

10. The base station according to claim 9, wherein the
processor is further arranged to create local identifiers for
User Equipment associated with the user plane traffic and for
a local bearer used, and the processor is further arranged to
select tunneling protocol information identifying the base
station, wherein the tunneling protocol information identify-
ing the base station and local identifiers are included in the
second message.

11. The base station according to claim 10, further com-
prising a computer readable medium in the form of a non-
transitory tunneling memory, the memory for storing the local
identifiers and tunnel endpoint identifiers.

12. The base station according to claim 9, wherein the
processor is further arranged to determine that the node can
no longer be contacted, the base station further comprising a
second transmitter for sending a path switch request to a
Mobility Management Entity, the path switch request mes-
sage including an address and tunneling protocol information
identifying the base station, in order to establish a new tunnel
between the base station and the Serving Gateway to replace
the first and second tunnels that were previously established.

13. The base station according to claim 9, wherein the base
station is selected from an eNodeB and a Home eNodeB
Gateway.

14. A node for use between a base station and a Serving
Gateway in a mobile communications network, the node
comprising:

areceiver for receiving from the base station a message, the
message including tunneling protocol information iden-
tifying the base station and the Serving Gateway;

a processor for arranging the establishment of a first tunnel
between the node and the base station and a second
tunnel between the node and the Serving Gateway based
on the tunneling protocol information in the message;

a first transmitter for sending a further message to the base
station, the further message including tunneling proto-
col information for the base station to use towards the
cache, and tunneling protocol information for the Serv-
ing Gateway to use towards the cache; and

wherein the processor is arranged to send user plane traffic
between the base station and the Serving Gateway via
the node using the first tunnel and without using the
second tunnel to send the user plane traffic between the
base station and the node, in response to the node being
in communication with the base station.
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15. The node according to claim 14, wherein the node
comprises a Radio Access Network Controller.

16. A computer program, comprising computer readable
code on a non-transitory computer readable medium which,
when run on a base station, causes the base station to operate 5
as the base station according to claim 9.

17. A computer program, comprising computer readable
code on a non-transitory computer readable medium which,
when run on a node for providing cached data in a mobile
communications network, causes node to operate as the node 10
according to claim 14.

18. The method according to claim 1, wherein the third
message comprises a first tunneling endpoint identifier asso-
ciated with the first tunnel and a second tunneling endpoint
identifier associated with the second tunnel. 15

19. The method according to claim 7,

wherein the further message comprises a first tunneling

endpoint identifier associated with the first tunnel and a
second tunneling endpoint identifier associated with the
second tunnel. 20

20. The base station according to claim 9, wherein the third
message comprises a first tunneling endpoint identifier asso-
ciated with the first tunnel and a second tunneling endpoint
identifier associated with the second tunnel.

21. The node according to claim 14, wherein the further 25
message comprises a first tunneling endpoint identifier asso-
ciated with the first tunnel and a second tunneling endpoint
identifier associated with the second tunnel.
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