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field signal, which is detected by identifying a prominent
train of glottal pulses in the noisy audible signal. Subse-
quently, in some implementations systems, methods and/or
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VOICE SIGNAL ENHANCEMENT

RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application No. 61/606,884, entitled “Voice Signal
Enhancement,” filed on Mar. 5, 2012, and which is incor-
porated by reference herein.

TECHNICAL FIELD

The present disclosure generally relates to enhancing
speech intelligibility, and in particular, to targeted voice
model based processing of a noisy audible signal.

BACKGROUND

The ability to recognize and interpret the speech of
another person is one of the most heavily relied upon
functions provided by the human sense of hearing. But
spoken communication typically occurs in adverse acoustic
environments including ambient noise, interfering sounds,
background chatter and competing voices. As such, the
psychoacoustic isolation of a target voice from interference
poses an obstacle to recognizing and interpreting the target
voice. Multi-speaker situations are particularly challenging
because voices generally have similar average characteris-
tics. Nevertheless, recognizing and interpreting a target
voice is a hearing task that unimpaired-hearing listeners are
able to accomplish effectively, which allows unimpaired-
hearing listeners to engage in spoken communication in
highly adverse acoustic environments. In contrast, hearing-
impaired listeners have more difficultly recognizing and
interpreting a target voice even in low noise situations.

Previously available hearing aids typically utilize meth-
ods that improve sound quality in terms of the ease of
listening (i.e., audibility) and listening comfort. However,
the previously known signal enhancement processes utilized
in hearing aids do not substantially improve speech intelli-
gibility beyond that provided by mere amplification, espe-
cially in multi-speaker environments. One reason for this is
that it is particularly difficult, using previously known pro-
cesses, to electronically isolate one voice signal from com-
peting voice signals in real time because, as noted above,
competing voices have similar average characteristics.
Another reason is that previously known processes that
improve sound quality often degrade speech intelligibility,
because, even those processes that aim to improve the
signal-to-noise ratio, often end up distorting a target voice
signal. In turn, the degradation of speech intelligibility by
previously available hearing aids exacerbates the difficulties
hearing-impaired listeners have in recognizing and interpret-
ing a target voice signal.

SUMMARY

Various implementations of systems, methods and devices
within the scope of the appended claims each have several
aspects, no single one of which is solely responsible for the
desirable attributes described herein. Without limiting the
scope of the appended claims, some prominent features are
described herein. After considering this discussion, and
particularly after considering the section entitled “Detailed
Description” one will understand how the features of various
implementations are used to enable enhancing the intelligi-
bility of a target speech signal included in a noisy audible
signal received by a hearing aid device or the like.
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2

To that end, some implementations include systems,
methods and/or devices operable to enhance the intelligibil-
ity of a target speech signal by targeted voice model based
processing of a noisy audible signal including the target
speech signal. More specifically, in some implementations,
an amplitude-independent voice proximity function voice
model is used to attenuate signal components of a noisy
audible signal that are unlikely to be associated with the
target speech signal and/or accentuate the target speech
signal. In some implementations, the target speech signal is
identified as a near-field signal, which is detected by iden-
tifying a prominent train of glottal pulses in the noisy
audible signal. Subsequently, in some implementations sys-
tems, methods and/or devices perform a form of computa-
tional auditory scene analysis by converting the noisy
audible signal into a set of narrowband time-frequency units,
and selectively accentuating the sub-set of time-frequency
units associated with the target speech signal and deempha-
sizing the other time-frequency units using information
derived from the identification of the glottal pulse train.

Some implementations include a method of discriminat-
ing relative to a voice signal within a noisy audible signal.
In some implementations, the method includes converting
an audible signal into a corresponding plurality of wideband
time-frequency units. The time dimension of each time-
frequency unit includes at least one of a plurality of sequen-
tial intervals. The frequency dimension of each time-fre-
quency unit includes at least one of a plurality of wide
sub-bands. The method also includes calculating one or
more characterizing metrics from the plurality of wideband
time-frequency units; calculating a gain function from one
or more characterizing metrics; converting the audible signal
into a corresponding plurality of narrowband time-fre-
quency units; applying the gain function to the plurality of
narrowband time-frequency units to produce a correspond-
ing plurality of narrowband gain-corrected time-frequency
units; and converting the plurality of narrowband gain-
corrected time-frequency units into a corrected audible
signal.

Some implementations include a voice signal enhance-
ment device to discriminate relative to a voice signal within
a noisy audible signal. In some implementations, the device
includes a first conversion module configured to convert an
audible signal into a corresponding plurality of wideband
time-frequency units; a second conversion module config-
ured to convert the audible signal into a corresponding
plurality of narrowband time-frequency units; a metric cal-
culator configured to calculate one or more characterizing
metrics from the plurality of wideband time-frequency units;
a gain calculator to calculate a gain function from one or
more characterizing metrics; a filtering module configured to
apply the gain function to the plurality of narrowband
time-frequency units to produce a corresponding plurality of
narrowband gain-corrected time-frequency units; and a third
conversion module configured to convert the plurality of
narrowband gain-corrected time-frequency units into a cor-
rected audible signal.

Additionally and/or alternatively, in some implementa-
tions, the device includes means for converting an audible
signal into a corresponding plurality of wideband time-
frequency units; means for converting the audible signal into
a corresponding plurality of narrowband time-frequency
units; means for calculating one or more characterizing
metrics from the plurality of wideband time-frequency units;
means for calculating gain function from one or more
characterizing metrics; means for applying the gain function
to the plurality of narrowband time-frequency units to
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produce a corresponding plurality of narrowband gain-
corrected time-frequency units; and means for converting
the plurality of narrowband gain-corrected time-frequency
units into a corrected audible signal.

Additionally and/or alternatively, in some implementa-
tions, the device includes a processor and a memory includ-
ing instructions. When executed, the instructions cause the
processor to convert an audible signal into a corresponding
plurality of wideband time-frequency units; convert the
audible signal into a corresponding plurality of narrowband
time-frequency units; calculate one or more characterizing
metrics from the plurality of wideband time-frequency units;
calculate gain function from one or more characterizing
metrics; apply the gain function to the plurality of narrow-
band time-frequency units to produce a corresponding plu-
rality of narrowband gain-corrected time-frequency units;
and convert the plurality of narrowband gain-corrected
time-frequency units into a corrected audible signal.

BRIEF DESCRIPTION OF THE DRAWINGS

So that the present disclosure can be understood in greater
detail, a more particular description may be had by reference
to the features of various implementations, some of which
are illustrated in the appended drawings. The appended
drawings, however, illustrate only some example features of
the present disclosure and are therefore not to be considered
limiting, for the description may admit to other effective
features.

FIG. 1 is a schematic representation of an example
auditory scene.

FIG. 2 is a block diagram of an implementation of a voice
activity and pitch estimation system.

FIG. 3 is a block diagram of a voice signal enhancement
system.

FIG. 4 is a block diagram of a voice signal enhancement
system.

FIG. 5 is a flowchart representation of an implementation
of a voice signal enhancement system method.

FIG. 6A is a time domain representation of a smoothed
envelope of one sub-band of a voice signal.

FIG. 6B is a time domain representation of a raw and a
corresponding smoothed inter-peak interval accumulation
for voice data.

FIG. 6C is a time domain representation of the output of
a rules filter.

In accordance with common practice the various features
illustrated in the drawings may not be drawn to scale.
Accordingly, the dimensions of the various features may be
arbitrarily expanded or reduced for clarity. In addition, some
of the drawings may not depict all of the components of a
given system, method or device. Finally, like reference
numerals may be used to denote like features throughout the
specification and figures.

DETAILED DESCRIPTION

The various implementations described herein enable
enhancing the intelligibility of a target speech signal
included in a noisy audible signal received by a hearing aid
device or the like. In particular, in some implementations,
systems, methods and devices are operable to perform a
form of computational auditory scene analysis using an
amplitude-independent voice proximity function voice
model. For example, in some implementations, a method
includes identifying a target speech signal by detecting a
prominent train of glottal pulses in the noisy audible signal,
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4

converting the noisy audible signal into a set of narrowband
time-frequency units, and selectively accentuating the sub-
set of time-frequency units associated with the target speech
signal and/or deemphasizing the other time-frequency units
using information derived from the identification of the
glottal pulse train.

Numerous details are described herein in order to provide
a thorough understanding of the example implementations
illustrated in the accompanying drawings. However, the
invention may be practiced without these specific details.
Well-known methods, procedures, components, and circuits
have not been described in exhaustive detail so as not to
unnecessarily obscure more pertinent aspects of the example
implementations.

The general approach of the various implementations
described herein is to enable the enhancement of a target
speech signal using an amplitude-independent voice prox-
imity function voice model. In some implementations, this
approach may enable substantial enhancement of a target
speech signal included in a received audible signal over
various types of interference included in the same audible
signal. In turn, in some implementations, this approach may
substantially reduce the impact of various noise sources
without substantial attendant distortion and/or a reduction of
speech intelligibility common to previously known methods.
In particular, in some implementations, a target speech
signal is detected by identifying a prominent train of glottal
pulses in the noisy audible signal. As described in greater
detail below, in accordance with some implementations, the
relative prominence of a detected glottal pulse train is
indicative of voice activity and generally can be used to
characterize the target speech signal as being a near-field
signal relative to a listener or sound sensor, such as a
microphone. To that end, in some implementations, the
detection of voice activity in a noisy signal is enabled by
dividing the frequency spectrum associated with human
speech into multiple wideband sub-bands in order to identify
glottal pulses that dominate noise and/or other inference in
particular wideband sub-bands. Glottal pulses may be more
pronounced in wideband sub-bands that include relatively
higher energy speech formants that have energy envelopes
that vary according to glottal pulses.

In some implementations, the detection of glottal pulses is
used to signal the presence of voiced speech because glottal
pulses are an underlying component of how voiced sounds
are created by a speaker and subsequently perceived by a
listener. More specifically, glottal pulses are created when
air pressure from the lungs is buffeted by the glottis, which
periodically opens and closes. The resulting pulses of air
excite the vocal tract, throat, mouth and sinuses which act as
resonators, so that a resulting voiced sound has the same
periodicity as the train of glottal pulses. By moving the
tongue and vocal chords the spectrum of the voiced sound is
changed to produce speech which can be represented by one
or more formants, which are discussed in more detail below.
However, the aforementioned periodicity of the glottal
pulses remains and provides the perceived pitch of voiced
sounds.

The duration of one glottal pulse is representative of the
duration of one opening and closing cycle of the glottis, and
the fundamental frequency of a series of glottal pulses is
approximately the inverse of the interval between two
subsequent pulses. The fundamental frequency of a glottal
pulse train dominates the perception of the pitch of a voice
(i.e., how high or low a voice is perceived to sound). For
example, a bass voice has a lower fundamental frequency
than a soprano voice. A typical adult male will have a
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fundamental frequency of ranging from 85 to 155 Hz. A
typical adult female will have a fundamental frequency
ranging from 165 to 255 Hz. Children and babies have even
higher fundamental frequencies. Infants typically have a
range of 250 to 650 Hz, and in some cases go over 1000 Hz.

During speech, it is natural for the fundamental frequency
to vary within a range of frequencies. Changes in the
fundamental frequency are heard as the intonation pattern or
melody of natural speech. Since a typical human voice
varies over a range of fundamental frequencies, it is more
accurate to speak of a person having a range of fundamental
frequencies, rather than one specific fundamental frequency.
Nevertheless, a relaxed voice is typically characterized by a
natural (or nominal) fundamental frequency or pitch that is
comfortable for that person. That is, the glottal pulses
provide an underlying undulation to voiced speech corre-
sponding to the pitch perceived by a listener.

As noted above, spoken communication typically occurs
in the presence of noise and/or other interference. In turn, the
undulation of voiced speech is masked in some portions of
the frequency spectrum associated with human speech by
noise and/or other interference. In some implementations,
systems, methods and devices are operable to identify voice
activity by identifying the portions of the frequency spec-
trum associated with human speech that are unlikely to be
masked by noise and/or other interference. To that end, in
some implementations, systems, method and devices are
operable to identify periodically occurring pulses in one or
more sub-bands of the frequency spectrum associated with
human speech corresponding to the spectral location of one
or more respective formants. The one or more sub-bands
including formants associated with a particular voiced sound
will typically include more energy than the remainder of the
frequency spectrum associated with human speech for the
duration of that particular voiced sound. But the formant
energy will also typically undulate according to the period-
icity of the underlying glottal pulses.

Formants are the distinguishing frequency components of
voiced sounds that make up intelligible speech. Formants
are created by the vocal chords and other vocal tract articu-
lators using the air pressure from the lungs that was first
modulated by the glottal pulses. In other words, the formants
concentrate or focus the modulated energy from the lungs
and glottis into specific frequency bands in the frequency
spectrum associated with human speech. As a result, when
a formant is present in a sub-band, the average energy of the
glottal pulses in that sub-band rises to the energy level of the
formant. In turn, when the formant energy is greater than the
noise and/or interference, the glottal pulse energy is above
the noise and/or interference, and is thus detectable as the
time domain envelope of the formant.

Various implementations described herein utilize a for-
mant based voice model because formants have a number of
desirable attributes. First, formants allow for a sparse rep-
resentation of speech, which in turn, reduces the amount of
memory and processing power needed in a device such as a
hearing aid. For example, some implementations aim to
reproduce natural speech with eight or fewer formants. On
the other hand, other known model-based voice enhance-
ment methods tend to require relatively large allocations of
memory and tend to be computationally expensive.

Second, formants change slowly with time, which means
that a formant based voice model programmed into a hearing
aid will not have to be updated very often, if at all, during
the life of the device.

Third, with particular relevance to voice activity detection
and pitch detection, the majority of human beings naturally
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produce the same set of formants when speaking, and these
formants do not change substantially in response to changes
or differences in pitch between speakers or even the same
speaker. Additionally, unlike phonemes, formants are lan-
guage independent. As such, in some implementations a
single formant based voice model, generated in accordance
with the prominent features discussed below, can be used to
reconstruct a target voice signal from almost any speaker
(speaking in one of a variety of languages) without extensive
fitting of the model to each particular speaker a user encoun-
ters.

Fourth, also with particular relevance to voice activity
detection and pitch detection, formants are robust in the
presence of noise and other interference. In other words,
formants remain distinguishable even in the presence of high
levels of noise and other interference. In turn, as discussed
in greater detail below, in some implementations formants
are relied upon to raise the glottal pulse energy above the
noise and/or interference, making the glottal pulse peaks
distinguishable after the processing included in various
implementations discussed below.

However, despite the desirable attributes of formants, in
a number of acoustic environments even glottal pulses
associated with formants can be smeared out by reverbera-
tions when the source of speech (e.g., a speaker, TV, radio,
etc.) is positioned far enough away from a listener or sound
sensor, such as a microphone. Reverberations are reflections
or echoes of sound that interfere with the sound signal
received directly (i.e., without reflection) from a sound
source. Typically, is a speaker is close enough to a listener
or sound sensor, reflections of the speaker’s voice are not
heard because the direct signal is so much more prominent
than any reflection that may arrive later in time.

FIG. 1 is a schematic representation of a very simple
example auditory scene 100 provided to further explain the
impact of reverberations on directly received sound signals.
The scene includes a speaker 101, a microphone 201 posi-
tioned some distance away from the speaker 101, and a floor
surface 120, serving as a sound reflector. The speaker 101
provides an audible speech signal 102, which is received by
the microphone 201 along two different paths. The first path
is a direct path between the speaker 101 and the microphone
201, and includes a single path segment 110 of distance d,.
The second path is a reverberant path, and includes two
segments 111, 112, each having a respective distance d,, d,.
Those skilled in the art will appreciate that a reverberant
path may have two or more segments depending upon the
number of reflections the sound signal experiences en route
to the listener or sound sensor. And merely for the sake of
example, the reverberant path discussed herein includes the
two aforementioned segments 111, 112, which is the product
of a single reflection off of the floor surface 120.

The signal received along the direct path, namely r, (103),
is referred to as the direct signal. The signal received along
the reverberant path, namely r, (105), is the reverberant
signal. The audible signal received by the microphone 201
is the combination of the direct signal r, and the reverberant
signal r .. The distance, d,, within which the amplitude of the
direct signal Ir,l surpasses that of the highest amplitude
reverberant signal Ir,| is known as the near-field. Within that
distance the direct-to-reverberant ratio is typically greater
than unity and the direct path dominates. This is where the
glottal pulses of the speaker 101 are prominent in the
received audible signal. That distance depends on the size
and the acoustic properties of the room the listener is in. In
general, rooms having larger dimensions are characterized
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by longer cross-over distances, whereas rooms having
smaller dimensions are characterized by smaller cross-over
distances.

As noted above, some implementations include systems,
methods and/or devices that are operable to perform a form
of computational auditory scene analysis on a noisy signal in
order to enhance a target voice signal included therein. And
with reference to the example scene provided in FIG. 1, in
some implementations, the voice activity detector described
below with reference to FIG. 2 also serves as a single-
channel amplitude-independent signal proximity discrimi-
nator. In other words, the voice activity detector is config-
ured to select a target voice signal at least in part because the
speaker (or speech source) is within a near-field relative to
a hearing aid or the like. That is, the target voice signal
includes a direct path signal that dominates an associated
reverberant path signal, which is a scenario that typically
corresponds to an arrangement in which the speaker and
listener are relatively close to one another (i.e., with a
respective near-field relative to one another). This may be
especially useful in situations in which a hearing-impaired
listener, using a device implemented as described herein,
engages in spoken communication with a nearby speaker in
a noisy room (i.e., the cocktail party problem).

FIG. 2 is a block diagram of an implementation of a voice
activity and pitch estimation system 200. While certain
specific features are illustrated, those skilled in the art will
appreciate from the present disclosure that various other
features have not been illustrated for the sake of brevity and
s0 as not to obscure more pertinent aspects of the example
implementations disclosed herein. To that end, as a non-
limiting example, in some implementations the voice activ-
ity and pitch estimation system 200 includes a pre-filtering
stage 202 connectable to the microphone 201, a Fast Fourier
Transform (FFT) module 203, a rectifier module 204, a
low-pass filtering module 205, a peak detector and accumu-
lator module 206, an accumulation filtering module 206, and
a glottal pulse interval estimator 208.

In some implementations, the voice activity and pitch
estimation system 200 is configured for utilization in a
hearing aid or similar device. Briefly, in operation the voice
activity and pitch estimation system 200 detects the peaks in
the envelope in a number of sub-bands, and accumulates the
number of pairs of peaks having a given separation. In some
implementations, the aforementioned separations are asso-
ciated with a number of sub-ranges (e.g., 1 Hz wide “bins™)
that are used to break-up the frequency range of human pitch
(e.g., 85 Hz to 255 Hz for adults). The accumulator output
is then smoothed, and the location of a peak in the accu-
mulator indicates the presence of voiced speech. In other
words, the voice activity and pitch estimation system 200
attempts to identify the presence of regularly-spaced tran-
sients generally corresponding to glottal pulses characteris-
tic of voiced speech. In some implementations, the transients
are identified by relative amplitude and relative spacing.

To that end, in operation, an audible signal is received by
the microphone 201. The received audible signal may be
optionally conditioned by the pre-filter 202. For example,
pre-filtering may include band-pass filtering to isolate and/or
emphasize the portion of the frequency spectrum associated
with human speech. Additionally and/or alternatively, pre-
filtering may include filtering the received audible signal
using a low-noise amplifier (LNA) in order to substantially
set a noise floor. Those skilled in the art will appreciate that
numerous other pre-filtering techniques may be applied to
the received audible signal, and those discussed are merely
examples of numerous pre-filtering options available.
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In turn, the FFT module 203 converts the received audible
signal into a number of time-frequency units, such that the
time dimension of each time-frequency unit includes at least
one of a plurality of sequential intervals, and the frequency
dimension of each time-frequency unit includes at least one
of'a plurality of sub-bands contiguously distributed through-
out the frequency spectrum associated with human speech.
In some implementations, a 32 point short-time FFT is used
for the conversion. However, those skilled in the art will
appreciate that any number of FFT implementations may be
used. Additionally and/or alternatively, in some implemen-
tations a bank (or set) of filters may be used instead of the
FFT module 203. For example, a bank of IIR filters may be
used to achieve the same or similar result.

The rectifier module 204 is configured to produce an
absolute value (i.e., modulus value) signal from the output
of the FFT module 203 for each sub-band.

The low pass filtering stage 205 includes a respective low
pass filter 2054, 2055, . . . , 205 for each of the respective
sub-bands. The respective low pass filters 205a, 2055, . . .,
2057 filter each sub-band with a finite impulse response
filter (FIR) to obtain the smooth envelope of each sub-band.
The peak detector and accumulator 206 receives the smooth
envelopes for the sub-bands, and is configured to identify
sequential peak pairs on a sub-band basis as candidate
glottal pulse pairs, and accumulate the candidate pairs that
have a time interval within the pitch period range associated
with human speech. In some implementations, accumulator
also has a fading operation (not shown) that allows it to
focus on the most recent portion (e.g., 20 msec) of data
garnered from the received audible signal.

The accumulation filtering module 207 is configured to
smooth the accumulation output and enforce filtering rules
and temporal constraints. In some implementations, the
filtering rules are provided in order to disambiguate between
the possible presence of a signal indicative of a pitch and a
signal indicative of an integer (or fraction) of the pitch. In
some implementations, the temporal constraints are used to
reduce the extent to which the pitch estimate fluctuates too
erratically.

The glottal pulse interval estimator 208 is configured to
provide an indicator of voice activity based on the presence
of detected glottal pulses and an indicator of the pitch
estimate using the output of the accumulator filtering mod-
ule 207.

Moreover, FIG. 2 is intended more as functional descrip-
tion of the various features which may be present in a
particular implementation as opposed to a structural sche-
matic of the implementations described herein. In practice,
and as recognized by those of ordinary skill in the art, items
shown separately could be combined and some items could
be separated. For example, some functional blocks shown
separately in FIG. 2 could be implemented in a single
module and the various functions of single functional blocks
(e.g., peak detector and accumulator 206) could be imple-
mented by one or more functional blocks in various imple-
mentations. The actual number of modules and the division
of particular functions used to implement the voice activity
and pitch estimation system 200 and how features are
allocated among them will vary from one implementation to
another, and may depend in part on the particular combina-
tion of hardware, software and/or firmware chosen for a
particular implementation.

FIG. 3 is a block diagram of a voice signal enhancement
system 300. While certain specific features are illustrated,
those skilled in the art will appreciate from the present
disclosure that various other features have not been illus-
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trated for the sake of brevity and so as not to obscure more
pertinent aspects of the example implementations disclosed
herein. To that end, as a non-limiting example, in some
implementations the voice signal enhancement system 300
includes the microphone 201, a signal splitter 301, the voice
detector and pitch estimator 200, a metric calculator 302, a
gain calculator 304, a narrowband FFT module 303, a
narrowband filtering module 305, and a narrowband IFFT
module 306.

The splitter 301 defines two substantially parallel paths
within the voice signal enhancement system 300. The first
path includes the voice detector and pitch estimator 200, the
metric calculator 302 and the gain calculator 304 coupled in
series. The second path includes the narrowband FFT mod-
ule 303, the narrowband filtering module 305, and the
narrowband IFFT modules 306 coupled in series. The two
paths provide inputs to one another. For example, as dis-
cussed in greater detail below, in some implementations, the
output of the narrowband FFT module 303 is utilized by the
metric calculator 302 to generate estimates of the signal-to-
noise (SNR) in each narrowband sub-band in a noise track-
ing process. Additionally, the output of the gain calculator
304 is utilized by the narrowband filtering module 305 to
selectively accentuate the narrowband time-frequency units
associated with the target speech signal and deemphasize
others using information derived from the identification of
the glottal pulse train by the voice detector and pitch
estimator 200.

In some implementations, with additional reference to
FIG. 2, the FFT module 203, included in the voice detector
and pitch estimator 200, is configured to generate relatively
wideband sub-band time-frequency units relative to the
time-frequency units generated by the narrowband FFT
module 303. To similar ends, in some implementations, a
first conversion module is provided to convert an audible
signal into a corresponding plurality of wideband time-
frequency units, where the time dimension of each time-
frequency unit includes at least one of a plurality of sequen-
tial intervals, and where the frequency dimension of each
time-frequency unit includes at least one of a plurality of
wide sub-bands.

In some implementations, the narrowband FFT module
303 converts the received audible signal into a number of
narrowband time-frequency units, such that the time dimen-
sion of each narrowband time-frequency unit includes at
least one of a plurality of sequential intervals, and the
frequency dimension of each narrowband time-frequency
unit includes at least one of a plurality of sub-bands con-
tiguously distributed throughout the frequency spectrum
associated with human speech. As noted above, the sub-
bands produced by the narrowband FFT module 303 are
relatively narrow as compared to the sub-bands produced by
the wideband FFT module 203. In some implementations, a
32 point short-time FFT is used for the conversion. In some
implementations, a 128 point FFT can be used. However,
those skilled in the art will appreciate that any number of
FFT implementations may be used. Additionally and/or
alternatively, in some implementations a bank (or set) of
filters may be used instead of the narrowband FFT module
303. For example, a bank of IIR filters may be used to
achieve the same or similar result.

In some implementations, the metric calculator 302 is
configured to include one or more metric estimators. In some
implementations, each of the metric estimates is substan-
tially independent of one or more of the other metric
estimates. As illustrated in FIG. 3, the metric calculator 302
includes four metric estimators, namely, a voice strength
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estimator 302a, a voice period variance estimator 3025, a
sub-band autocorrelation estimator 302¢, and a narrowband
SNR estimator 3024.

In some implementations, the voice strength estimator
302q is configured to provide an indicator of the relative
strength of the target voice signal. In some implementations,
the relative strength is measured by the number of detected
glottal pulses, which are weighted by respective correlation
coeflicients. In some implementations, the relative strength
indicator includes the highest detected amplitude of the
smoothed inter-peak interval accumulation produced by the
accumulator function of the voice activity detector. For
example, FIG. 6A is a time domain representation of an
example smoothed envelope 600 of one sub-band of a voice
signal, including four local peaks a, b, ¢, and d. The
respective bars 601, 602, 603, 604 centered on each local
peak indicates the range over which an autocorrelation
coeflicient p is calculated. For example, the value of p for
the pair [ab] for example is calculated by comparing the time
series in the interval around a with that around b. The value
of p will be small for pairs [ab], [ad], and [bc] but close to
unity for pairs [ac] and [bd]. The value of p for each pair is
summed in an inter-peak interval accumulation (IPIA) in a
bin corresponding to the inter-pair interval. In this example,
the intervals [ac] and [bd] corresponds to the interval
between glottal pulses, the inverse of which is the pitch of
the voice.

FIG. 6B is a time domain representation of a raw and a
corresponding smoothed inter-peak interval accumulation
610, 620 for voice data. In some implementations, before
adding the new data at each frame, the IPIA from the last
frame is first multiplied by a constant less than unity, thereby
implementing a leaky integrator. As shown in FIG. 6B, there
are three peaks corresponding to the real period, twice the
real period, and three times the real period. The ambiguity
resulting from these multiples is resolved by a voice activity
detector to obtain the correct pitch. In order to disambiguate
the multiples, the IPIA is zero-meaned, as represented by
631 in FIG. 6C, and filtered by a set of rules, as discussed
above and represented by 632 in FIG. 6C. In turn, the
amplitude of the highest peak 633 is used to determine the
relative strength indicator and as the dominant voice period
P, as shown in FIG. 6C.

In some implementations, the voice period variance esti-
mator 3025 is configured to estimate the pitch variance in
each wideband sub-band. In other words, the voice period
variance estimator 30256 provides an indicator for each
sub-band that indicates how far the period detected in a
sub-band is from the dominant voice period P. In some
implementations the variance indicator for a particular wide-
band sub-band is determined by keeping track of a period
estimate derived from the glottal pulses detected in that
particular sub-band, and comparing the respective pitch
estimate with the dominant voice period P.

In some implementations, the sub-band autocorrelation
estimator 302c¢ is configured to provide an indication of the
highest autocorrelation for each for each wideband sub-
band. In some implementations, a sub-band autocorrelation
indicator is determined by keeping track of the highest
autocorrelation coefficient p for a respective wideband sub-
band.

In some implementations, the narrowband SNR estimator
302d is configured to provide an indication of the SNR in
each narrowband sub-band generated by the narrowband
FFT module 303.

In some implementations, the gain calculator 304 is
configured to convert the one or more metric estimates
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provided by the metric calculator 302 into one or more time
and/or frequency dependent gain values or a combined gain
value that can be used to filter the narrowband time-fre-
quency units produced by the narrowband FFT module 303.
For example, for one or more of the metrics discussed above,
a gain in the interval [0, 1] is generated separately by the use
of a sigmoid function. With respect to an autocorrelation
value p for a particular sub-band, if p=0.5, then the gain
would be 0.5. Similarly, corresponding gains are obtained by
using one or more sigmoid functions for each metric or
indicator, each with its own steepness and center parameters.

In turn, the narrowband filtering module 305 applies the
gains to the narrowband time-frequency units generated by
the FFT module 303. In some implementations, the total
gain to be applied to the narrowband time-frequency units is
the weighted average of the individual gains, although other
ways to combine them would also do, such as their product,
or geometrical average. Moreover, in some implementa-
tions, a combined gain may be used in low frequency
sub-bands, where vowels are likely to dominate. In some
implementations, there may be improvements achievable by
using a separate rule to generate and/or apply the gains in the
high frequency sub-bands. For example, a high frequency
gain may be generated by the combination of two gains,
such as a gain value derived from the SNR of a high
frequency sub-band and another gain derived from the
observation that consonants in some high frequency bands
tend to not occur at the same time as voiced speech, but in
between voiced speech. As such, the VAD-based high fre-
quency gain turns on when the VAD-based low frequency
gain turns off, and remains open until either the VAD
indicates speech again, or until a given maximum period is
reached. Subsequently, the narrowband IFFT module 306
converts the filtered narrowband time-frequency units back
into an audible signal.

In some implementations, the voice signal enhancement
system 300 is configured for utilization in and/or as a
hearing aid or similar device. Moreover, FIG. 3 is intended
more as functional description of the various features which
may be present in a particular implementation as opposed to
a structural schematic of the implementations described
herein. In practice, and as recognized by those of ordinary
skill in the art, items shown separately could be combined
and some items could be separated. For example, some
functional blocks shown separately in FIG. 3 could be
implemented in a single module and the various functions of
single functional blocks (e.g., metric calculator 302) could
be implemented by one or more functional blocks in various
implementations. The actual number of modules and the
division of particular functions used to implement the voice
signal enhancement system 300 and how features are allo-
cated among them will vary from one implementation to
another, and may depend in part on the particular combina-
tion of hardware, software and/or firmware chosen for a
particular implementation.

FIG. 4 is block diagram of a voice signal enhancement
system 400. The voice signal enhancement system 400
illustrated in FIG. 4 is similar to and adapted from the voice
signal enhancement system 300 illustrated in FIG. 3, and
includes features of the voice activity and pitch estimation
system 200 illustrated in FIG. 2. Elements common to each
of FIG. 2-4 include common reference numbers, and only
the differences between FIGS. 2-4 are described herein for
the sake of brevity. Moreover, while certain specific features
are illustrated, those skilled in the art will appreciate from
the present disclosure that various other features have not
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been illustrated for the sake of brevity, and so as not to
obscure more pertinent aspects of the implementations dis-
closed herein.

To that end, as a non-limiting example, in some imple-
mentations the voice signal enhancement system 400
includes one or more processing units (CPU’s) 212, one or
more output interfaces 209, a memory 301, the pre-filter
202, the microphone 201, and one or more communication
buses 210 for interconnecting these and various other com-
ponents.

The communication buses 210 may include circuitry that
interconnects and controls communications between system
components. The memory 301 includes high-speed random
access memory, such as DRAM, SRAM, DDR RAM or
other random access solid state memory devices; and may
include non-volatile memory, such as one or more magnetic
disk storage devices, optical disk storage devices, flash
memory devices, or other non-volatile solid state storage
devices. The memory 301 may optionally include one or
more storage devices remotely located from the CPU(s) 212.
The memory 301, including the non-volatile and volatile
memory device(s) within the memory 301, comprises a
non-transitory computer readable storage medium. In some
implementations, the memory 301 or the non-transitory
computer readable storage medium of the memory 301
stores the following programs, modules and data structures,
or a subset thereof including an optional operating system
310, the voice activity and pitch estimation module 200, the
narrowband FFT module 303, the metric calculator module
302, the gain calculator module 304, the narrowband filter-
ing module 305, and the narrowband IFFT module 305.

The operating system 310 includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks.

In some implementations, the voice activity and pitch
estimation module 200 includes the FFT module 203, the
rectifier module 204, low-pass filtering module 205, a peak
detection module 405, an accumulator module 406, an FIR
filtering module 407, a rules filtering module 408, a time-
constraint module 409, and the glottal pulse interval esti-
mator 208.

In some implementations, the FFT module 203 is config-
ured to convert an audible signal, received by the micro-
phone 201, into a set of time-frequency units as described
above. As noted above, in some implementations, the
received audible signal is pre-filtered by pre-filter 202 prior
to conversion into the frequency domain by the FFT module
203. To that end, in some implementations, the FF'T module
203 includes a set of instructions and heuristics and meta-
data.

In some implementations, the rectifier module 204 is
configured to produce an absolute value (i.e., modulus
value) signal from the output of the FFT module 203 for
each sub-band. To that end, in some implementations, the
rectifier module 204 includes a set of instructions and
heuristics and metadata.

In some implementations, the low pass filtering module
205 is operable to low pass filter the time-frequency units
that have been produced by the FFT module 203 and
rectified by the rectifier module 204 on a sub-band basis. To
that end, in some implementations, the low pass filtering
module 205 includes a set of instructions and heuristics and
metadata.

In some implementations, the peak detection module 405
is configured to identify sequential spectral peak pairs on a
sub-band basis as candidate glottal pulse pairs in the smooth
envelope signal for each sub-band provided by the low pass
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filtering module 205. In other words, the peak detection
module 405 is configured to search for the presence of
regularly-spaced transients generally corresponding to glot-
tal pulses characteristic of voiced speech. In some imple-
mentation, the transients are identified by relative amplitude
and relative spacing. To that end, in some implementations,
the peak detection module 405 includes a set of instructions
and heuristics and metadata.

In some implementations, the accumulator module 406 is
configured to accumulator the peak pairs identified by the
peak detection module 405. In some implementations, accu-
mulator module also is also configured with a fading opera-
tion that allows it to focus on the most recent portion (e.g.,
20 msec) of data garnered from the received audible signal.
To these ends, in some implementations, the accumulator
module 406 includes a set of instructions and heuristics and
metadata.

In some implementations, the FIR filtering module 407 is
configured to smooth the output of the accumulator module
406. To that end, in some implementations, the FIR filtering
module 407 includes a set of instructions and heuristics and
metadata. Those skilled in the art will appreciated that the
FIR filtering module 407 may be replaced with any suitable
low passing filtering module, including for example, an IIR
(infinite impulse response) filtering module configured to
provide low pass filtering.

In some implementations, the rules filtering module 408
is configured to disambiguate between the actual pitch of a
target voice signal in the received audible signal and integer
multiples (or fractions) of the pitch. Analogously, rules
filtering module 408 performs a form of anti-aliasing on the
FIR filtering module 407. To that end, in some implemen-
tations, the rules filtering module 408 includes a set of
instructions and heuristics and metadata.

In some implementations, the time constraint module 409
is configured to limit or dampen fluctuations in the estimate
of the pitch. To that end, in some implementations, the time
constraint module 409 includes a set of instructions and
heuristics and metadata.

In some implementations, the pulse interval module 208
is configured to provide an indicator of voice activity based
on the presence of detected glottal pulses and an indicator of
the pitch estimate using the output of the time constraint
module 409. To that end, in some implementations, the pulse
interval module 208 includes a set of instructions and
heuristics and metadata.

In some implementations, the narrowband FFT module
303 is configured to convert the received audible signal into
a number of narrowband time-frequency units, such that the
time dimension of each narrowband time-frequency unit
includes at least one of a plurality of sequential intervals,
and the frequency dimension of each narrowband time-
frequency unit includes at least one of a plurality of sub-
bands contiguously distributed throughout the frequency
spectrum associated with human speech. As noted above, the
sub-bands produced by the narrowband FFT module 303 are
relatively narrow as compared to the sub-bands produced by
the wideband FFT module 203. To that end, in some
implementations, the narrowband FFT module 303 includes
a set of instructions and heuristics and metadata.

In some implementations, the metric calculator module
302 is configured to include one or more metric estimators,
as described above. In some implementations, each of the
metric estimates is substantially independent of one or more
of the other metric estimates. As illustrated in FIG. 4, the
metric calculator module 302 includes four metric estima-
tors, namely, a voice strength estimator 302a, a voice period
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variance estimator 3025, a sub-band autocorrelation estima-
tor 302¢, and a narrowband SNR estimator 3024, each with
a respective set of instructions and heuristics and metadata.

In some implementations, the gain calculator module 304
is configured to convert the one or more metric estimates
provided by the metric calculator 302 into one or more time
and/or frequency dependent gain values or a combined gain
value. To that end, in some implementations, the gain
calculator module 304 includes a set of instructions and
heuristics and metadata.

In some implementations, the narrowband filtering mod-
ule 305 is configured to apply the one or more gains to the
narrowband time-frequency units generated by the FFT
module 303. To that end, in some implementations, the
narrowband filtering module 305 includes a set of instruc-
tions and heuristics and metadata.

In some implementations, the narrowband IFFT module
305 is configured to convert the filtered narrowband time-
frequency units back into an audible signal. To that end, in
some implementations, the narrowband IFFT module 305
includes a set of instructions and heuristics and metadata.
Additionally and/or alternatively, if the FFT module 303 is
replaced with another different module, such as for example,
a bank of IIR filters, then the narrowband IFFT module 305
could be replaced with a time series adder, to add the time
series from each sub-band to produce the output.

Moreover, FIG. 4 is intended more as functional descrip-
tion of the various features which may be present in a
particular implementation as opposed to a structural sche-
matic of the implementations described herein. In practice,
and as recognized by those of ordinary skill in the art, items
shown separately could be combined and some items could
be separated. For example, some functional modules shown
separately in FIG. 4 could be implemented in a single
module and the various functions of single functional blocks
(e.g., metric calculator module 302) could be implemented
by one or more functional blocks in various implementa-
tions. The actual number of modules and the division of
particular functions used to implement the voice signal
enhancement system 400 and how features are allocated
among them will vary from one implementation to another,
and may depend in part on the particular combination of
hardware, software and/or firmware chosen for a particular
implementation.

FIG. 5 is a flowchart 500 representation of an implemen-
tation of a voice signal enhancement system method. In
some implementations, the method is performed by a hear-
ing aid or the like in order to accentuate a target voice signal
identified in an audible signal. To that end, the method
includes receiving an audible signal (501), and converting
the received audible signal into a number of wideband
time-frequency units, such that the time dimension of each
wideband time-frequency unit includes at least one of a
plurality of sequential intervals (502), and the frequency
dimension of each wideband time-frequency unit includes at
least one of a plurality of wideband sub-bands contiguously
distributed throughout the frequency spectrum associated
with human speech. In some implementations, the conver-
sion includes utilizing a wideband FFT (502q).

The method also includes converting the received audible
signal into a number of narrowband time-frequency units
(503), such that the time dimension of each narrowband
time-frequency unit includes at least one of a plurality of
sequential intervals, and the frequency dimension of each
narrowband time-frequency unit includes at least one of a
plurality of narrowband sub-bands contiguously distributed
throughout the frequency spectrum associated with human
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speech. In some implementations, the conversion includes
utilizing a narrowband FFT (503a).

Using the various time-frequency units, the method
includes calculating one or more metrics (504). For
example, using the wideband time-frequency units, in some
implementations, the method includes at least one or esti-
mating the voice strength (504a), estimating the voice pitch
variance (5045), and estimating sub-band autocorrelations
(504¢). Additionally and/or alternatively, using the narrow-
band time-frequency units, in some implementations, the
method includes estimating the SNR for one or more of the
narrowband sub-bands (5044).

Using the one or more metrics, the method includes
calculating a gain function (505). In some implementations,
calculating the gain function includes applying a sigmoid
function to each of the one or more metrics to obtain a
respective gain value (505a). In turn, the method includes
filtering the narrowband time-frequency units using the one
or more gain values or functions (506). In some implemen-
tations, the respective gain values are applied individually,
in combination depending on time and/or frequency, or
combined and applied together as a single gain function.
Subsequently, the method includes converting the filtered
narrowband time-frequency units back into an audible signal
(507).

While various aspects of implementations within the
scope of the appended claims are described above, it should
be apparent that the various features of implementations
described above may be embodied in a wide variety of forms
and that any specific structure and/or function described
above is merely illustrative. Based on the present disclosure
one skilled in the art should appreciate that an aspect
described herein may be implemented independently of any
other aspects and that two or more of these aspects may be
combined in various ways. For example, an apparatus may
be implemented and/or a method may be practiced using any
number of the aspects set forth herein. In addition, such an
apparatus may be implemented and/or such a method may
be practiced using other structure and/or functionality in
addition to or other than one or more of the aspects set forth
herein.

It will also be understood that, although the terms “first,”
“second,” etc. may be used herein to describe various
elements, these elements should not be limited by these
terms. These terms are only used to distinguish one element
from another. For example, a first contact could be termed a
second contact, and, similarly, a second contact could be
termed a first contact, which changing the meaning of the
description, so long as all occurrences of the “first contact”
are renamed consistently and all occurrences of the second
contact are renamed consistently. The first contact and the
second contact are both contacts, but they are not the same
contact.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the claims. As used in the description of the
embodiments and the appended claims, the singular forms
“a”, “an” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
also be understood that the term “and/or” as used herein
refers to and encompasses any and all possible combinations
of one or more of the associated listed items. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the pres-
ence of stated features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
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addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

As used herein, the term “if” may be construed to mean
“when” or “upon” or “in response to determining” or “in
accordance with a determination” or “in response to detect-
ing,” that a stated condition precedent is true, depending on
the context. Similarly, the phrase “if it is determined [that a
stated condition precedent is true]” or “if [a stated condition
precedent is true]” or “when [a stated condition precedent is
true]” may be construed to mean “upon determining” or “in
response to determining” or “in accordance with a determi-
nation” or “upon detecting” or “in response to detecting”
that the stated condition precedent is true, depending on the
context.

What is claimed is:

1. A method of discriminating relative to a voice signal,
the method comprising:

receiving, via one or more audible sensors, an audible
signal including a target voice signal;

converting the audible signal into a corresponding plu-
rality of wideband time-frequency units, wherein the
time dimension of each time-frequency unit includes at
least one of a plurality of sequential intervals, and
wherein the frequency dimension of each time-fre-
quency unit includes at least one of a plurality of wide
sub-bands;

calculating one or more characterizing metrics from the
plurality of wideband time-frequency units;

calculating a gain function from one or more character-
izing metrics calculated from the plurality of wideband
time-frequency units;

converting the audible signal into a corresponding plu-
rality of narrowband time-frequency units;

applying the gain function, calculated from the plurality
of wideband time-frequency units, to the plurality of
narrowband time-frequency units to produce a corre-
sponding plurality of narrowband gain-corrected time-
frequency units;

converting the plurality of narrowband gain-corrected
time-frequency units into a corrected audible signal,
wherein the corrected audible signal includes an
improved target voice signal relative to the received
audible signal; and

outputting the corrected audible signal through an output
device.

2. The method of claim 1, further comprising receiving

the audible signal from a single audio sensor device.

3. The method of claim 1, further comprising receiving
the audible signal from a plurality of audio sensors.

4. The method of claim 1, wherein the plurality of wide
sub-bands is contiguously distributed throughout the fre-
quency spectrum associated with human speech.

5. The method of claim 1, wherein converting the audible
signal into the corresponding plurality of wideband time-
frequency units includes applying a Fast Fourier Transform
to the audible signal.

6. The method of claim 1, wherein the one or more
characterizing metrics comprises:

a strength metric associated the number of glottal pulses
identified in the plurality of wideband time-frequency
units;

a relative period value indicative of how far an identified
period in a respective wide sub-band is from an iden-
tified dominant period; and

an autocorrelation coefficient associated with an identified
glottal pulse in a respective sub-band.
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7. The method of claim 6, wherein one or more of the
strength metric, the relative period value and the autocor-
relation coefficient are determined from one or more outputs
of a voice activity detector.

8. The method of claim 1, further comprising calculating
a respective signal-to-noise ratio for each narrow sub-band,
and wherein the respective signal-to-noise ratios are
included in the calculation of the gain function.

9. The method of claim 1, wherein converting the plurality
of narrowband gain-corrected time-frequency units into the
corrected audible signal comprises re-synthesizing the
audible signal from the plurality of narrowband gain-cor-
rected time-frequency units using an inverse Fast Fourier
Transform.

10. The method of claim 1, wherein calculating the gain
function includes utilizing a sigmoid function to covert one
or more of the characterizing metrics into a respective gain.

11. A method of discriminating against far field audible
components, the method comprising:

receiving, via one or more audible sensors, an audible
signal including a target voice signal;

converting the audible signal into a corresponding plu-
rality of time-frequency units, wherein the time dimen-
sion of each time-frequency unit includes at least one of
a plurality of sequential intervals, and wherein the
frequency dimension of each time-frequency unit
includes at least one of a plurality of sub-bands;

calculating one or more characterizing metrics from the
plurality of time-frequency units associated with near
field audible components;

calculating a discriminating function from one or more
characterizing metrics calculated from the plurality of
wideband time-frequency units;

applying the discriminating function, calculated from the
plurality of wideband time-frequency units, to the
plurality of time-frequency units to produce a corre-
sponding plurality of corrected time-frequency units;

converting the plurality of corrected time-frequency units
into a corrected audible signal, wherein the corrected
audible signal includes an improved target voice signal
relative to the received audible signal; and

outputting the corrected audible signal through an output
device.

12. A voice signal enhancement device to discriminate

relative to a voice signal, the device comprising:

one or more audio sensors configured to receive and
audible signal including a target voice signal;

a first conversion module configured to convert the
audible signal into a corresponding plurality of wide-
band time-frequency units, wherein the time dimension
of each time-frequency unit includes at least one of a
plurality of sequential intervals, and wherein the fre-
quency dimension of each time-frequency unit includes
at least one of a plurality of wide sub-bands;

a second conversion module configured to convert the
audible signal into a corresponding plurality of narrow-
band time-frequency units;

a metric calculator configured to calculate one or more
characterizing metrics from the plurality of wideband
time-frequency units;

a gain calculator configured to calculate a gain function
from one or more characterizing metrics calculated
from the plurality of wideband time-frequency units;

a filtering module configured to apply the gain function,
calculated from the plurality of wideband time-fre-
quency units, to the plurality of narrowband time-
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frequency units to produce a corresponding plurality of
narrowband gain-corrected time-frequency units;

a third conversion module configured to convert the
plurality of narrowband gain-corrected time-frequency
units into a corrected audible signal, wherein the cor-
rected audible signal includes an improved target voice
signal relative to the received audible signal; and

an output device configured to output the corrected
audible signal.

13. The device of claim 12, further comprising an audio

sensor to receive the audible signal.

14. The device of claim 12, wherein at least one of the first
conversion module and the second conversion module uti-
lizes a Fast Fourier Transform.

15. The device of claim 12, wherein the third conversion
module utilizes an Inverse Fast Fourier Transform.

16. The device of claim 12, wherein the metric calculator
is operable to determine at least one of:

a strength metric associated the number of glottal pulses
identified in the plurality of wideband time-frequency
units;

a relative period value indicative of how far an identified
period in a respective wide sub-band is from an iden-
tified dominant period; and

an autocorrelation coefficient associated with an identified
glottal pulse in a respective sub-band.

17. The device of claim 16, further comprising a voice
activity detector, and wherein one or more of the strength
metric, the relative period value and the autocorrelation
coeflicient are determined from one or more outputs of the
voice activity detector.

18. The device of claim 12, further comprising a narrow-
band signal-to-noise estimator to determine a respective
signal-to-noise ratio for each narrow sub-band, and wherein
the respective signal-to-noise ratios are included in the
calculation of the gain function.

19. A voice signal enhancement device to discriminate
relative to a voice signal, the device comprising:

means for receiving an audible signal including a target
voice signal;

means for converting the audible signal into a correspond-
ing plurality of wideband time-frequency units,
wherein the time dimension of each time-frequency
unit includes at least one of a plurality of sequential
intervals, and wherein the frequency dimension of each
time-frequency unit includes at least one of a plurality
of wide sub-bands;

means for converting the audible signal into a correspond-
ing plurality of narrowband time-frequency units;

means for calculating one or more characterizing metrics
from the plurality of wideband time-frequency units;

means for calculating gain function from one or more
characterizing metrics calculated from the plurality of
wideband time-frequency units;

means for applying the gain function, calculated from the
plurality of wideband time-frequency units, to the
plurality of narrowband time-frequency units to pro-
duce a corresponding plurality of narrowband gain-
corrected time-frequency units;

means for converting the plurality of narrowband gain-
corrected time-frequency units into a corrected audible
signal, wherein the corrected audible signal includes an
improved target voice signal relative to the received
audible signal; and

means for outputting the corrected audible signal.

20. A voice signal enhancement device to discriminate
relative to a voice signal, the device comprising:
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one or more audio sensors configured to receive and
audible signal including a target voice signal;
a processor;
a memory including instructions, that when executed by
the processor cause the device to: 5
convert an audible signal into a corresponding plurality
of wideband time-frequency units, wherein the time
dimension of each time-frequency unit includes at
least one of a plurality of sequential intervals, and
wherein the frequency dimension of each time-fre- 10
quency unit includes at least one of a plurality of
wide sub-bands;

convert the audible signal into a corresponding plural-
ity of narrowband time-frequency units;

calculate one or more characterizing metrics from the 15
plurality of wideband time-frequency units;

calculate gain function from one or more characterizing
metrics calculated from the plurality of wideband
time-frequency units;

apply the gain function, calculated from the plurality of 20
wideband time-frequency units, to the plurality of
narrowband time-frequency units to produce a cor-
responding plurality of narrowband gain-corrected
time-frequency units;

convert the plurality of narrowband gain-corrected 25
time-frequency units into a corrected audible signal,
wherein the corrected audible signal includes an
improved target voice signal relative to the received
audible signal; and

output the corrected audible signal through an output 30
device.



