a2 United States Patent

Tanaka et al.

US009324008B2

US 9,324,008 B2
Apr. 26, 2016

(10) Patent No.:
(45) Date of Patent:

(54)

(71)

(72)

(73)

")

@

(22)

(65)

(30)

Apr. 15,2013

(1)

(52)

(58)

CLASSIFIER UPDATE DEVICE,
INFORMATION PROCESSING DEVICE, AND
CLASSIFIER UPDATE METHOD

Applicant: OMRON Corporation, Kyoto-Shi (JP)

Inventors: Kiyoaki Tanaka, Kizugawa (JP);
Takayoshi Yamashita, Kizugawa (JP)

Assignee: OMRON CORPORATION, Kyoto-shi

(IP)

Notice: Subject to any disclaimer, the term of this

patent is extended or adjusted under 35

U.S.C. 154(b) by 37 days.

Appl. No.: 14/223,349

Filed: Mar. 24,2014

Prior Publication Data

US 2014/0307957 Al Oct. 16, 2014

Foreign Application Priority Data

(000 Y 2013-085303

Int. CL.

GO6K 9/62

GO6K 9/66

GO6K 9/46

U.S. CL

CPC ....cccceee. GO6K 9/66 (2013.01); GO6K 9/4614
(2013.01); GO6K 9/6256 (2013.01)

Field of Classification Search

None

See application file for complete search history.

(2006.01)
(2006.01)
(2006.01)

(56) References Cited

U.S. PATENT DOCUMENTS

5,052,043 A 9/1991 Gaborski

8,457,391 B2* 6/2013 Aietal. ... 382/159
2011/0026810 Al1*  2/2011 ... 382/155
2012/0300980 Al* 11/2012 382/103

FOREIGN PATENT DOCUMENTS

EP 2164 025 Al 3/2010
JP 2005-115525 A 4/2005
JP 2008-204103 A 9/2008
JP 2009-064162 A 3/2009
JP 2010-009517 A 1/2010
JP 2010-061415 A 3/2010
JP 2010-170199 A 8/2010
JP 2011-138387 A 7/2011
OTHER PUBLICATIONS

Extended Furopean Search Report for Application No. 14161958.5
issued Jul. 29, 2014 (7 pages).

Viola et al., Rapid Object Detection using a Boosted Cascade of
Simple Features. Proceedings of 2001 IEEE Conference on Com-
puter Vision and Pattern Recognition. Kauvai, Hawaii, 2001,I-511-I-
518, XP010583787.

* cited by examiner

Primary Examiner — Daniel Mariam
(74) Attorney, Agent, or Firm — Nutter McClennen & Fish
LLP; John J. Penny, Jr.

(57) ABSTRACT

One aspect of the present invention provides a classifier
update device that enhances accuracy of the determination
made by a classifier with respect to a specific determination
target. A feature quantity update unit updates a reference
value of a predetermined criterion in the classifier based on
target image data including a specific type of target acquired
by an image acquisition unit.

9 Claims, 12 Drawing Sheets

Registersd image

10

£ 20

Generai-gurpose classifier

Classiier update unit




US 9,324,008 B2

Sheet 1 of 12

Apr. 26,2016

U.S. Patent

o
E] :
3 v :
e gore o
i o pr




US 9,324,008 B2

T2

R

oo

&

v
1S
.
133

»

“

N

-3

Sheet 2 of 12

N\

Apr. 26,2016

2

&

e aF

o

STHGE

¥
H

U.S. Patent

gy
3

g

H
%

Ry

RSRSeRR—




US 9,324,008 B2

P
r'e \V
s

iy
]

Nrans s gt

Sheet 3 of 12

Apr. 26,2016

U.S. Patent

P,

t
i

e AR TR AR R

M R RS

s
¥
L
~,




US 9,324,008 B2

Sheet 4 of 12

Apr. 26,2016

U.S. Patent

K
K

[
fat]

)

rrn

CiRSS

pers

e

e

oonor




US 9,324,008 B2

Sheet 5 of 12

Apr. 26,2016

U.S. Patent

\.

7
H
H
i
H
H
H
A
A
H
H
H
H
H
A
H
H
H
H
H
H
H
H
H
H
H
H
H

1

ARSI IR T s,

Snsnaaaranasaa sttt



US 9,324,008 B2

Sheet 6 of 12

Apr. 26,2016

U.S. Patent

X

ad

s

[

LA
,
530
4
& g
e
(a2 PR




US 9,324,008 B2

Sheet 7 of 12

Yy

e

=

[VOOTOPPUPUPIPR- Y%

3
s

\\,.

H

Apr. 26,2016

U.S. Patent

SRR R ST




US 9,324,008 B2

Sheet 8 of 12

Apr. 26,2016

U.S. Patent

24 T esraan, [ S
= AR 2 ot
L id 7 w7
5] i B P
b i : %
. ? ] H
B H : :
; i ; i
H ; i :
3 1 ; H
H H i :
7 7 ¢ ]
[ [ :
7 I 7
H H 1
I H ;
? s i etreries
4
a4
.
(474 i3 s i
-
B
i) oo aom o K g 4

Arrraranssntiniaa AR SRR

<]

\ “\\\\s\ %5 PR

%, 7 “, B

K4 o H
Wttt titiinbsii et tbieie i ;
%3

52

Sitlorn,, riverrrrie



US 9,324,008 B2

Sheet 9 of 12

Apr. 26,2016

U.S. Patent

P

2%
%

o




U.S. Patent Apr. 26, 2016 Sheet 10 of 12 US 9,324,008 B2

= P <
=N ® N
A\\\' ‘\\»‘ ‘\\»‘
RN Q. Q.
& & v\. E
B y { 1
'\E\\\” X NN Emmmmm o
b Y e TN
N
i N
\\ b
\ .
&
i
}':‘
£
> w &
X g\\ e "
N % 'y R
N N kN ‘:?im\-‘&“&‘"\\ \‘\\\E\\ o
\\ﬁ\“‘, § & X \3 \\“&\
¥} S 3, © i
i
& RS
U PR S
\Q e \3 o
7
’\(\‘
\
W
%
N
W,
IS
A
§ l‘\:\'-\&\\ SR W
:tt\\\\\ <
N ~

Sy e

& LA
=N No W
R NN
aY saw W
RER o e
W SOwW
& W W
WD -
RN a0
¥y ey >
o S TN

SN
oo’
AN

R
W
\\\\\\\



US 9,324,008 B2

Sheet 11 of 12

Apr. 26,2016

U.S. Patent

KL
Yrerene,

“#
Grtrace

Ntearssneanangens s anas aaaes

SRR

AR A A

et aRTR AR AN



US 9,324,008 B2

Sheet 12 of 12

Apr. 26,2016

U.S. Patent

N
~

=
§
S
N

R

7o, M
% %% o o
5 “ \ ks
froon
: Yrrra,
< ,
] i1 P’
prre Eey) by 3
g 5 N 1v] ] ,\
\ ;
s £ 7 e
X o8] .
(V5 oo - M cr
. i z b H “rgr?
f .“ z ; : Sortrrg,,
; “ [, % g
| “ voEE %
“ m St S Yy,
\ . H :
“ \ Yoy i
“ “ 7 Pt
\ , p : ;
H H o ~ “
\ \ - : H
| m o : ¢
“ : Zin : :
i [
: H
7 o
rd
La.
nt
i
H >
%4 % \\
e ot o
4 ; ey SN
“ ‘\\“ : P “\x\\x %,
R Lkl o . i
ihd H oprs 3 .5.“ i
e} g H 7o, 7wl
; : : 7 2, 27 i}
m : : d L
: g,
H Z H Grtrre, e
“
7 7 -
4, 7 o -
«\\\\\ “ .\J PRt
ity P
s Pty




US 9,324,008 B2

1

CLASSIFIER UPDATE DEVICE,
INFORMATION PROCESSING DEVICE, AND
CLASSIFIER UPDATE METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit of priority from Japa-
nese Patent Application No. 2013-085303, filed on 15 Apr.
2013, the entire contents of which is incorporated herein by
reference for all purposes.

FIELD

The present invention relates to a classifier update device
that updates a classifier for determining a determination tar-
get in an image, an information processing device, and a
classifier update method.

BACKGROUND

Conventionally, there has been developed a classifier that
determines the determination target such as a face of a pet
such as a dog and a cat or a person included in the image. The
classifier sets an area in the image as a search area, extracts a
feature included in a display object in the search area, and
determines that the determination target is present in the
search area when the feature of the display object is matched
with or similar to the feature of the determination target.
FIGS. 13 A and 13B schematically illustrate search areas RX
and RX' in the image. In FIGS. 13A and 13B, the dog face
overlaps the search area RX. At this point, the classifier that
sets the dog face to the determination target determines that
the dog face is present in the search area RX. On the other
hand, in FIG. 13A, the search area RX' is out of the dog face.
At this point, the classifier determines that the dog face is not
present in the search area RX'.

For example, in a device disclosed in Japanese Unexam-
ined Patent Publication No. 2005-115525, a configuration of
a classifier group constructed with the plurality of classifiers
is updated such that determination accuracy of a specific
sample image is enhanced. More particularly, the device
selects the classifiers having the high determination accuracy
of the sample image from the plurality of classifiers, and
combines the selected classifiers to produce the new classifier
group. Japanese Unexamined Patent Publication Nos. 2008-
204103, 2009-64162, 2010-9517, 2010-61415, 2010-
170199, and 2011-138387 also disclose technologies for
updating the configuration of the classifier.

However, sometimes the individual determination targets
of the classifier have unique features different from each
other. For example, in the dog face, a nose length, a patter, and
acolordepend on thetype of dog. In such cases, unfortunately
the classifier does not exactly determine the specific determi-
nation target, or hardly determines the specific determination
target. For example, it is possible that the classifier that sets
the dog face to the determination target determines the dog
face having the short nose (see FIG. 13A) well but have
difficulties determining the dog face having the long nose (see
FIG. 13B).

In the device of Japanese Unexamined Patent Publication
No. 2005-115525, the new classifier group is constructed by
the combination of the plurality of classifiers such that the
determination accuracy of the sample image is enhanced.
However, the plurality of classifiers constituting the classifier
group are produced by learning from the instance in which the
sample image is not used. Accordingly, sometimes each of the
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classifiers has low determination accuracy of the sample
image. In this case, the determination accuracy of the sample
image can be insufficiently enhanced in the classifier group
constructed with the classifiers. Additionally, Japanese Unex-
amined Patent Publication Nos. 2008-204103, 2009-64162,
2010-9517,2010-61415,2010-170199, and 2011-138387 do
not disclose the technologies for sufficiently enhancing the
determination accuracy of the specific determination target.

SUMMARY

In accordance with an aspect of one embodiment of the
present invention, there is provided a classifier update device
configured to update a classifier that determines whether a
specific type of a target included in image data is present
using a predetermined criterion based on a value concerned
with a predetermined feature quantity extracted from the
image data, the classifier update device comprising: an image
acquisition unit configured to acquire target image data com-
prising the specific type of a target; and a feature quantity
update unit configured to update a reference value of the
predetermined criterion in the classifier based on the target
image data acquired by the image acquisition unit.

In accordance with another aspect of one embodiment of
the present invention, there is provided a classifier update
method in which a classifier update device updates a classifier
that determines whether a specific type of a target included in
image data is present using a predetermined criterion based
on a value concerned with a predetermined feature quantity
extracted from the image data, the classifier update method
comprising the steps of: acquiring target image data compris-
ing the specific type of a target; and updating a reference value
of the predetermined criterion in the classifier based on the
target image data.

In accordance with another aspect of one embodiment of
the present invention, there is provided a non-transitory com-
puter-readable medium, having stored thereon computer-
readable instructions for executing, by a computer, a classifier
update method in which a classifier update device updates a
classifier that determines whether a specific type of a target
included in image data is present using a predetermined cri-
terion based on a value concerned with a predetermined fea-
ture quantity extracted from the image data, the classifier
update method comprising the steps of: acquiring target
image data comprising the specific type of a target; and updat-
ing a reference value of the predetermined criterion in the
classifier based on the target image data.

In accordance with another aspect of one embodiment of
the present invention, there is provided an information pro-
cessing device comprising: the classifier update device and
the classifier.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating a configuration of an
information processing device according to one embodiment
of the present invention;

FIGS. 2A and 2B are diagrams illustrating examples of
reference positions and luminance information included in a
feature quantity of a weak classifier included in the informa-
tion processing device shown in FIG. 1;

FIG. 3 is a flowchart illustrating a flow of general-purpose
classifier update processing performed by a classifier update
unit of the information processing device shown in FIG. 1;

FIG. 4 is a block diagram illustrating a configuration of an
information processing device according to another embodi-
ment of the present invention;
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FIG. 5 is a flowchart illustrating a flow of the general-
purpose classifier update processing performed by the clas-
sifier update unit of the information processing device shown
in FIG. 4:

FIG. 6 is a block diagram illustrating a configuration of an
information processing device according to still another
embodiment of the present invention;

FIG. 7 is a flowchart illustrating a flow of the general-
purpose classifier update processing performed by the clas-
sifier update unit of the information processing device shown
in FIG. 6;

FIG. 8 is a block diagram illustrating a configuration of an
information processing device according to yet another
embodiment of the present invention;

FIG. 9 is a block diagram illustrating a configuration of a
patter generator included in the information processing
device shown in FIG. 8;

FIG. 10 is a diagram illustrating an example of a pattern of
the weak classifier included in the information processing
device shown in FIG. 8;

FIG. 11 is a flowchart illustrating a flow of the general-
purpose classifier update processing performed by the pattern
generator shown in FIG. 9;

FIG. 12 is a flowchart illustrating a flow of the general-
purpose classifier update processing performed by the clas-
sifier update unit of the information processing device shown
in FIG. 8; and

FIGS. 13A and 13B are diagrams schematically illustrat-
ing search areas set on an image by a general classifier.

DETAILED DESCRIPTION

The present invention has been devised in view of the
problems described above, and an object thereof may be to
provide a classifier update device that enhances the accuracy
of the determination made by a classifier with respect to a
specific determination target.

[First Embodiment]

A first embodiment of the present invention will be
described below with reference to FIGS. 1 to 3.

[Configuration of Information Processing Device 1]

A configuration of an information processing device 1
according to a first embodiment will be described with refer-
ence to FIG. 1. FIG. 1 is a block diagram illustrating a con-
figuration of the information processing device 1. As illus-
trated in FIG. 1, the information processing device 1 includes
a general-purpose classifier 10 and a classifier update unit
(classifier update device) 20.

The general-purpose classifier 10 determines a “cat face”
as a determination target from an image. As illustrated in FIG.
1, the general-purpose classifier 10 is constructed with a
group of N (N is a positive integer) weak classifiers 11 having
a multi-layer structure. The classifier update unit 20 updates
the weak classifier 11 constituting the general-purpose clas-
sifier 10 such that the general-purpose classifier 10 exactly
determines the face of the cat (hereinafter referred to as a
specific cat). The general-purpose classifier 10 and the clas-
sifier update unit 20 will be described in detail below.

[General-Purpose Classifier 10]

[a. Weak Classifier 11]

The weak classifier 11 has a unique feature quantity that is
acquired by learning using an image (hereinafter referred to
as a general-purpose image) that includes the determination
target, namely, the cat face and an image (hereinafter referred
to as another image) that does not include the determination
target. At this point, for example, Japanese Unexamined
Patent Publication No. 2005-115525 discloses a method for
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producing the weak classifier having the unique feature quan-
tity by the learning in which the images are used.

The feature quantity of the weak classifier 11 includes a
reference position in which two points in a search area are
paired, luminance information correlated with the reference
position, and a threshold (hereinafter referred to as a score
threshold) of a score indicating a likelihood that the determi-
nation target is present in the search area. At this point, the
luminance information is a luminance difference that is
expected to be indicated at two reference positions constitut-
ing the pair when the determination target is present in the
search area. The score indicates a degree of similarity
between the luminance difference at the two reference posi-
tions constituting the pair and the luminance information. The
weak classifier 11 determines that the determination target is
present in the search area in the case that the score exceeds the
score threshold by evaluating the score in the search area, and
the weak classifier 11 determines that the determination tar-
get is not present in the search area in the case that the score
is less than or equal to the score threshold by evaluating the
score in the search area.

FIGS. 2A and 2B illustrate three pairs of reference posi-
tions FX1 to FX3 and FX4 to FX6 included in one of the weak
classifiers 11 and three pieces of luminance information FY1
to FY3 and FY4 to FY6 corresponding to the reference posi-
tions. As illustrated in FIGS. 2A and 2B, the feature quantity
of one of the weak classifiers 11 may include a plurality of
paired reference positions and a plurality of pieces of lumi-
nance information correlated with the paired reference posi-
tions. However, in the case that the feature quantity includes
the plurality of paired reference positions and the plurality of
pieces of luminance information, an accumulation of scores
each calculated using the luminance difference at the refer-
ence positions of the pair and the luminance information
corresponding to the reference positions of the pair is the
score of the search area.

A determination accuracy parameter indicating accuracy
of'a determination whether the search area includes the deter-
mination target is previously set to the weak classifier 11. The
accuracy of the weak classifier 11 that determines the deter-
mination target increases with increasing determination accu-
racy parameter of the weak classifier 11. Generally the weak
classifier 11 having the higher determination accuracy
parameter includes more reference positions and pieces of
luminance information. Therefore, a time necessary for the
determination processing is lengthened in the weak classifier
11 having the higher determination accuracy parameter.

[b. Flow of Determination Performed by General-Purpose
Classifier 10]

When the image is input to the general-purpose classifier
10 from the outside of the information processing device 1 or
from an image data storage unit (not illustrated), the general-
purpose classifier 10 sets the search area having a predeter-
mined size on the image. As described below, the general-
purpose classifier 10 determines whether the determination
target is present in the search area while gradually moving the
search area in the image.

First the weak classifier 11 in a first layer receives the
image input at the general-purpose classifier 10 from the
classifier update unit 20. The weak classifier 11 receiving the
image determines whether the score of the search area
exceeds a threshold. When the score of the search area
exceeds a threshold, the search area passes through the weak
classifier 11 in the first layer, and is input to the weak classifier
11 in the second layer. The weak classifiers 11 in layers from
the second layer determine whether the score of the search
area having passed through the weak classifier 11 in the
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preceding layer exceeds the threshold. When the weak clas-
sifier 11 in a certain layer determines that the score of the
search area is less than or equal to the threshold, after the
search area is moved in the image, the general-purpose clas-
sifier 10 returns to the step in which the weak classifier 11 in
the first layer determines whether the score of the search area
exceeds the threshold. On the other hand, when the search
area passes through all the weak classifiers 11, the general-
purpose classifier 10 determines that the determination target
is present in the search area.

In the first embodiment, the general-purpose classifier 10
makes the determination of the whole image only once using
the search area having a predetermined size. Actually, every
time the general-purpose classifier 10 completes the determi-
nation of the whole image using the search area having the
predetermined size, the general-purpose classifier 10 repeat-
edly determines the whole image while changing the size of
the search area.

Atthis point, in the general-purpose classifier 10, desirably
the lower determination accuracy parameter is set, as the layer
of the weak classifier 11 (the weak classifier 11 having the
smaller number in FIG. 1) becomes shallower, and the higher
determination accuracy parameter is set, as the layer of the
weak classifier 11 (the weak classifier 11 having the larger
number in FIG. 1) becomes deeper. For example, in a case
where ten (N=10) weak classifiers 11 constitute the general-
purpose classifier 10, the determination accuracy parameters
having the 10 and 30 reference position pairs and pieces of
luminance information are set to the weak classifiers 11 in the
first and second layers, and the determination accuracy
parameter having the 140 reference position pairs and pieces
of luminance information is set to the weak classifier 11 in the
tenth layer. The determination accuracy parameter having the
numbers of reference position pairs and pieces of luminance
information between those of the weak classifier 11 in the
second layer and the weak classifier 11 in the tenth layer is set
to the weak classifiers 11 in the third to ninth layers.

In the configuration of the first embodiment, the shallow-
layer weak classifier 11 to which the low determination accu-
racy parameter is set removes the search area (for example,
search area RX' in FIG. 13A) that obviously does not include
the determination target (for example, search area RX' in FI1G.
13A) in a short processing time (does not pass the search area
therethrough). Then, the deep-layer weak classifier 11 to
which the high determination accuracy parameter is set
exactly determines whether the determination target is
present in the search area having passed through the shallow-
layer weak classifier 11. Accordingly, the deep-layer weak
classifier 11 performs the determination processing only to
the search area that has passed through the shallow-layer
weak classifier 11. When compared with the configuration in
which the shallow-layer weak classifier 11 has the same
determination accuracy parameter as that of the deep-layer
weak classifier 11, the processing time can be shortened while
determination accuracy is maintained at the same level as that
in the configuration of the first embodiment.

[Detail of Classifier Update Unit 20]

As illustrated in FIG. 1, the classifier update unit 20
includes the image acquisition unit 21, the registered image
learning unit (learning processor) 22, and the weak classifier
substitution unit (feature quantity update unit) 23. The image
acquisition unit 21 acquires a registered image that is of the
“image of the face of the specific cat”. The registered image is
produced by a method in which the user selects the face area
of the specific cat from the image including the specific cat.
Desirably the number of the registered image is at least 100.
Desirably the registered image is the image of which the face
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of'the specific cat is captured in various directions. However,
possibly the user feels that the inputs of many registered
images are troublesome. It is not realistic that the user pre-
pares at least 100 registered images. Therefore, the registered
image learning unit 22 may produce a plurality of learning
images from each registered image in a manner described
below to acquire an update feature quantity.

The registered image learning unit 22 performs the learn-
ing using the registered image and the “image except cat
face”. More particularly, the registered image learning unit 22
performs an affine transformation to the registered image
input by the user, and produces a plurality of learning images
from the registered image, whereby the learning is performed
using the learning images. Therefore, the registered image
learning unit 22 acquires the feature quantity (the reference
position, the luminance information, and the score threshold)
in order to determine the specific cat. Using the acquired
feature quantity, the registered image learning unit 22 pro-
duces an update classifier constructed with M update weak
classifiers. The number M of update weak classifiers need not
be equal to the number N of weak classifiers.

The weak classifier substitution unit (feature quantity
update unit) 23 substitutes the feature quantity (the reference
position and luminance information in FIG. 2A) of the update
weak classifier acquired by the registered image learning unit
22 for the feature quantity (the reference position and lumi-
nance information in FIG. 2B) of the weak classifier 11 con-
stituting the general-purpose classifier 10. In FIGS. 2A and
2B, the updated reference positions FX4 to FX6 and pieces of
luminance information FY4 to FY6 in FIG. 2B correspond to
the reference positions FX1 to FX3 and pieces of luminance
information FY1 to FY3 in FIG. 2A.

Hereinafter, in order to distinguish the feature quantity of
the update classifier from the feature quantity of the weak
classifier 11, the feature quantity of the update classifier is
referred to as an update feature quantity, and the reference
position and luminance information included in the update
feature quantity are referred to as an update reference position
and update luminance information.

When substituting the update feature quantity of the update
weak classifier for the feature quantity of the weak classifier
11, desirably, the weak classifier substitution unit 23 substi-
tutes the update feature quantity of the update weak classifier
such that the determination accuracy parameter comparable
to that of the weak classifier 11 is set. This is because, firstly,
there is a probability that an ability of the post-update general-
purpose classifier 10 to determine the determination target is
reduced compared to an ability of the pre-update general-
purpose classifier 10 to determine the determination target if
the update feature quantity of the update weak classifier hav-
ing a determination accuracy parameter lower than that of the
weak classifier 11 is substituted for the feature quantity of the
weak classifier 11. Secondly, possibly the time needed for the
post-update general-purpose classifier 10 to determine an
image is increased compared to the time needed for the pre-
update general-purpose classifier 10 to determine the same
image if the update feature quantity of the update weak clas-
sifier having a the determination accuracy parameter higher
than that of the weak classifier 11 is substituted for the feature
quantity of the weak classifier 11.

The weak classifier substitution unit 23 may substitute the
update feature quantity for all the feature quantities of the
weak classifier 11. Alternatively, in the case that the update
reference position that differs largely from one of the refer-
ence positions included in the feature quantity of the weak
classifier 11 (namely, has the low degree of similarity) exists
in the update reference position included in the feature quan-
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tity of the update weak classifier, the weak classifier substi-
tution unit 23 may substitute the update reference position for
the reference position. In the latter configuration, the weak
classifier substitution unit 23 calculates the degree of simi-
larity between each update reference position included in the
feature quantity of the update weak classifier and each refer-
ence position included in the feature quantity of the weak
classifier 11. In the case that an update reference position is
found that has the degree of similarity to a reference position
less than or equal to a predetermined value, the weak classifier
substitution unit 23 substitutes the update reference position
and the update luminance information correlated with the
update reference position for the reference position and the
luminance information correlated with the reference position.

[Flow of General-Purpose Classifier Update Processing o]

A flow of general-purpose classifier update processing o
performed by the classifier update unit 20 will be described
below with reference to FIG. 3. FIG. 3 is a flowchart illus-
trating the flow of the general-purpose classifier update pro-
cessing o.

In the general-purpose classifier update processing a, the
image acquisition unit 21 acquires the registered image thatis
of the face image of the specific cat (S101). The registered
image learning unit 22 performs the learning using the regis-
tered image acquired from the image acquisition unit 21
(8102). The registered image learning unit 22 extracts the
feature quantity (update feature quantity) in order to deter-
mine the face of the specific cat (S103). The registered image
learning unit 22 generates the update classifier constructed
with the weak classifier having the extracted update feature
quantity. The weak classifier substitution unit 23 substitutes
the update feature quantity for the feature quantity of the
weak classifier 11 (S104). Thus, the general-purpose classi-
fier update processing . is completed.

[First Modification]

In a first modification of the first embodiment, only the
reference position may be updated in the feature quantity of
the weak classifier 11. In the first modification, the weak
classifier substitution unit 23 searches update luminance
information X2 similar to luminance information X1
included in the feature quantity of the weak classifier 11. As
used herein, “the luminance information X1 and the update
luminance information X2 are similar to each other” means
that, for example, a difference between the luminance infor-
mation X1 and the update luminance information X2 is less
than or equal to a predetermined value. In the case that the
luminance information X1 and the update luminance infor-
mation X2 are found to have the difference less than or equal
to a predetermined value, the weak classifier substitution unit
23 substitutes the update reference position correlated with
the update luminance information X2 for the reference posi-
tion correlated with the luminance information X1.

[Second Modification]

In a second modification of the first embodiment, only the
luminance information may be updated in the feature quantity
ofthe weak classifier 11. In the second modification, the weak
classifier substitution unit 23 searches an update reference
position Y2 similar to a reference position Y1 included in the
feature quantity of the weak classifier 11. As used herein, “the
reference position Y1 and the update reference position Y2
are similar to each other” may mean that, for example, in the
case that the reference position Y1 constituting a pair of two
points and the update reference position Y2 constituting a pair
of two points are properly correlated with each other on a
one-on-one basis to form two sets of points, each of the sets
has a distance between the two points correlated with each
other less than or equal to a predetermined distance. In the
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case that the reference position Y1 and the update reference
position Y2 are found to have the distance between the two
points correlated with each other less than or equal to the
predetermined distance, the weak classifier substitution unit
23 substitutes the update luminance information correlated
with the update reference position Y2 for the luminance infor-
mation correlated with the reference position Y1. Alterna-
tively, in the second modification, the update reference posi-
tion may be in an identical position to the reference position
included in the feature quantity of the weak classifier 11. In
this configuration, the weak classifier substitution unit 23
substitutes the luminance difference of the registered image at
the reference position for the luminance information corre-
lated with the reference position.

[Second Embodiment]

A second embodiment of the present invention will be
described below with reference to FIGS. 4 and 5. For the sake
of convenience, the component having the same function as
that of the first embodiment is designated by the same
numeral, and the description is neglected.

The classifier update unit 20 of the information processing
device 1 of the first embodiment has the configuration in
which the update feature quantity is substituted for the feature
quantity of the weak classifier 11 irrespective of the determi-
nation whether the weak classifier 11 determines the regis-
tered image. On the other hand, a classifier update unit 220
(see FIG. 4) of the second embodiment updates the weak
classifier 11 (false classifier) that cannot exactly determine
the registered image, but does not update the weak classifier
11 that can exactly determine the registered image. Therefore,
compared with the general-purpose classifier 10 updated by
the classifier update unit 20, in the general-purpose classifier
10 updated by the classifier update unit 220, the determina-
tion ability to exactly determine the general-purpose image is
enhanced while the determination ability to determine the
registered image is maintained at the same level. This is
because the weak classifier 11 that can determine the regis-
tered image is left without update in the post-update general-
purpose classifier 10.

FIG. 4 is a block diagram of an information processing
device 2 of the second embodiment. The classifier update unit
220 of the information processing device 2 includes a deter-
mination result acquisition unit 24 in addition to the configu-
ration of the classifier update unit 20 of the information pro-
cessing device 1 in FIG. 1. In the second embodiment, the
image acquisition unit 21 inputs the registered image to the
general-purpose classifier 10, and the weak classifiers 11
constituting the general-purpose classifier 10 determine the
input registered image. The determination result acquisition
unit 24 acquires the registered-image determination result of
each weak classifier 11. That is, the determination result
acquisition unit 24 acquires based on whether each weak
classifier 11 can exactly determine the registered image. The
weak classifier substitution unit 23 acquires the determina-
tion result of the weak classifier 11 from the determination
result acquisition unit 24, and substitutes the update feature
quantity for the feature quantity of the weak classifier 11
(hereinafter referred to as a false classifier) that cannot
exactly determine the registered image in the weak classifiers
11 constituting the general-purpose classifier 10.

[Flow of General-Purpose Classifier Update Processing 3]

A flow of general-purpose classifier update processing {3
performed by the classifier update unit 220 will be described
below with reference to FIG. 5. FIG. 5 is a flowchart illus-
trating the flow of the general-purpose classifier update pro-
cessing f3.
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In the general-purpose classifier update processing f3, the
image acquisition unit 21 inputs the registered image, which
is input by the user, to the general-purpose classifier 10
(S201). When the registered image is input to the general-
purpose classifier 10, the weak classifier 11 determines the
registered image (S202). The determination result acquisition
unit 24 acquires the registered-image determination result of
the weak classifier 11. The weak classifier substitution unit 23
determines whether the weak classifier (false classifier) that
cannot exactly determine the registered image exists (S203).
When the weak classifier substitution unit 23 determines that
the false classifier does not exist (NO in S203), the general-
purpose classifier update processing 3 is ended.

On the other hand, in S203, when the weak classifier sub-
stitution unit 23 determines that the false classifier exists
(YES in S203), the registered image learning unit 22 acquires
the update feature quantity by the learning from the instance
in which the registered image is used (S204). Then the weak
classifier substitution unit 23 substitutes the update feature
quantity of the update weak classifier having the determina-
tion accuracy parameter comparable to the false classifier for
the feature quantity of the false classifier (S205). Thus, the
false classifier is updated. At this point, like in the first
embodiment, the weak classifier substitution unit 23 may
update both the reference position and luminance information
included in the feature quantity of the false classifier. Alter-
natively, like in the modifications of the first embodiment,
only one of the reference position and the luminance infor-
mation may be updated.

Then the flow returns to the processing in S202 in which
the weak classifier 11 determines the registered image. When
another false classifier that cannot exactly determine the reg-
istered image exists (YES in S203), the pieces of processing
in S204 and S205 are repeated. When the weak classifier
substitution unit 23 determines that the false classifier does
not exist (NO in S203), the general-purpose classifier update
processing f is ended.

[Third Embodiment]

A third embodiment of the present invention will be
described below with reference to FIGS. 6 and 7. For the sake
of convenience, the component having the same function as
that of the first and second embodiments is designated by the
same numeral, and the description is neglected.

Similarly to the classifier update unit 220 of the informa-
tion processing device 2 of the second embodiment, a classi-
fier update unit 320 (see FIG. 6) of an information processing
device 3 of the third embodiment updates only the weak
classifier (false classifier) that cannot exactly determine the
registered image in the weak classifiers 11 constituting the
general-purpose classifier 10. However, the classifier update
unit 220 of the second embodiment updates the reference
position and/or the luminance information in the feature
quantity of the false classifier using the update feature quan-
tity that is acquired by the learning from the instance in which
the registered image is used. On the other hand, the classifier
update unit 320 of the third embodiment updates the score
threshold in the feature quantity of the false classifier.
Accordingly, the classifier update unit 320 does not acquire
the update feature quantity. The classifier update unit 320 of
the third embodiment differs from the classifier update unit
220 of the second embodiment in this point.

[Configuration of Information Processing Device 3]

FIG. 6 is a block diagram of the information processing
device 3. Asillustrated in FIG. 6, the classifier update unit 320
of the information processing device 3 does not include the
registered image learning unit 22 in the configuration of the
classifier update unit 220 of the information processing
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device 2. The weak classifier substitution unit 23 of the clas-
sifier update unit 220 updates the reference position and/or
the luminance information in the feature quantity of the false
classifier. On the other hand, a weak classifier substitution
unit (feature quantity update unit) 23' of the classifier update
unit 320 updates the score threshold in the feature quantity of
the false classifier.

[Flow of General-Purpose Classifier Update Processing ]

A flow of general-purpose classifier update processing y
performed by the classifier update unit 320 will be described
below with reference to FIG. 7. FIG. 7 is a flowchart illus-
trating the flow of the general-purpose classifier update pro-
cessing y.

In the general-purpose classifier update processing v, the
image acquisition unit 21 inputs the registered image
acquired from the outside or the image data storage unit (not
illustrated) to the general-purpose classifier 10 (S301). The
weak classifier 11 to which the registered image is input
determines the registered image (S302). Then the determina-
tion result acquisition unit 24 acquires the registered-image
determination result of each weak classifier 11. The weak
classifier substitution unit 23 acquires the registered-image
determination result of the weak classifier 11 from the deter-
mination result acquisition unit 24, and determines whether
the weak classifier (false classifier) that cannot exactly deter-
mine the registered image exists (S303). When the false clas-
sifier exists (YES in S303), the weak classifier substitution
unit 23' updates the score threshold included in the feature
quantity of the false weak classifier (S304). Specifically, the
weak classifier substitution unit 23' updates the score thresh-
old such that the score of the registered image evaluated by
the false classifier exceeds the score threshold.

Then the flow returns to the processing in S302 in which
the weak classifier 11 determines the registered image. When
another false classifier that cannot exactly determine the reg-
istered image exists (YES in S303), the processing in S304 is
performed again. When the weak classifier substitution unit
23' determines that the false classifier does not exist (NO in
S303), the general-purpose classifier update processing v is
ended.

[Fourth Embodiment]

A fourth embodiment of the present invention will be
described below with reference to FIGS. 8 to 12. For the sake
of convenience, the component having the same function as
that of the first to third embodiments is designated by the
same numeral, and the description is neglected.

During an off-line period during which the input of the new
image (the registered image, the general-purpose image, and
other images) is not received from the outside, an information
processing device 4 of the fourth embodiment generates pat-
terns of the plurality of weak classifiers 11 as a single-layer
weak classifier 11 (hereinafter referred to as a weak classifier
11) constituting the general-purpose classifier 10. In the case
that the registered image is input during an on-line period
during which the input of the new image (the registered
image, the general-purpose image, and other images) is
received from the outside, a classifier update unit 420 (see
FIG. 8) of the information processing device 4 selects the
weak classifier 11 having the high determination ability to
exactly determine the registered image from the patterns of
the plurality of weak classifiers 11 generated during the off-
line period.

[Configuration of Information Processing Device 4]

FIG. 8 is a block diagram of the information processing
device 4. The classifier update unit 420 of the information
processing device 4 further includes a pattern generator 25, a
score acquisition unit 26, and a pattern selector (feature quan-
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tity update unit) 27 in addition to the image acquisition unit
21. The pattern generator 25 generates the plurality of pat-
terns of the weak classifier 11 in the same layer in the general-
purpose classifier 10. The score acquisition unit 26 acquires
the score of the registered image that is evaluated by the
patterns generated by the pattern generator 25. The pattern
selector 27 selects the pattern with which the registered image
is evaluated by the largest score in the patterns of the weak
classifier 11 in a certain layer, as the weak classifier 11 in the
layer concerned.

[Pattern Generator 25]

The detailed configuration of the pattern generator 25 will
be described with reference to FIG. 9. FIG. 9 is a block
diagram illustrating the configuration of the pattern generator
25. As illustrated in FIG. 9, the pattern generator 25 includes
a general-purpose image learning unit 251, a similarity cal-
culator 252, and a feature quantity clustering unit 253.

The general-purpose image learning unit 251 acquires the
feature quantity (feature quantity A) in order to determine the
cat face by the learning from the instance in which the images
(general-purpose images) of various cat faces and images
(other images) except the cat face are used. The images of
various cat faces and images except the cat face are input from
the image data storage unit (not illustrated) or the outside of
the information processing device 4. After acquiring the fea-
ture quantity A, the general-purpose image learning unit 251
acquires the feature quantity (feature quantity B) of the cat
face again using the general-purpose image used in the pre-
vious learning or another general-purpose image. Thus, the
general-purpose image learning unit 251 learns the plurality
of feature quantities A, B, . . . . The similarity calculator 252
calculates the degree of similarity between the feature quan-
tities (luminance information) acquired by the general-pur-
pose image learning unit 251. The feature quantity clustering
unit 253 performs clustering of the feature quantities in which
the degree of similarity calculated by the similarity calculator
252 is greater than or equal to a predetermined value.

More particularly, the feature quantity clustering unit 253
performs the clustering of the feature quantities having the
pieces of luminance information in which the degree of simi-
larity is greater than or equal to the predetermined value. As
used herein, “the pieces of luminance information are similar
to each other” means that the difference between the pieces of
luminance information is less than or equal to the predeter-
mined value between the patterns. Particularly, in the case
that the plurality of pieces of luminance information are
included in the feature quantity of each pattern, “the pieces of
luminance information are similar to each other” means that,
when the pieces of luminance information are properly cor-
related with each other on a one-to-one basis between the
patterns, all the differences between the pieces of luminance
information correlated with each other are less than or equal
to the predetermined value.

The pattern generator 25 generates the plurality of weak
classifiers having the feature quantities that are subjected to
the clustering by the feature quantity clustering unit 253 as the
pattern of the weak classifier 11 in the same layer of the
general-purpose classifier 10. FIG. 10 illustrates an example
of the patterns of the weak classifier 11. The four reference
positions and the four pieces of luminance information are
included in the feature quantity of each of the three patterns A
to C in FIG. 10. As illustrated in FIG. 10, the four pieces of
luminance information included in the feature quantity of
each of the patterns A to C are similar to one another. As
illustrated in FIG. 10, the reference positions included in the
feature quantities subjected to the clustering need not be
similar to one another.
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A flow of pattern generation processing in which the pat-
tern generator 25 generates the pattern of the weak classifier
11 will be described with reference to FIG. 11. FIG. 11 is a
flowchart illustrating the flow of the patter generation pro-
cessing.

In the pattern generation processing, the general-purpose
image learning unit 251 acquires the general-purpose image
and another image (S401). Then the general-purpose image
learning unit 251 acquires the feature quantity in order to
determine the determination target by the learning from the
instance in which the acquired images are used (S402). The
general-purpose image learning unit 251 learns the plurality
of feature quantities by repeating the pieces of processing in
S401 and S402. Then the similarity calculator 252 calculates
the degree of similarity between the feature quantities
acquired by the general-purpose image learning unit 251
(S403). The feature quantity clustering unit 253 performs the
clustering of the feature quantities in which the degree of
similarity calculated by the similarity calculator 252 is
greater than or equal to the predetermined value (S404). After
generating the weak classifier 11 having the feature quantity
learned by the general-purpose image learning unit 251, the
pattern generator 25 sets the plurality of weak classifiers 11
having the feature quantities subjected to the clustering by the
feature quantity clustering unit 253 to the weak classifier 11 in
the same layer of the general-purpose classifier 10, namely,
the patter (S405). Thus, the patter generation processing is
completed.

[Flow of General-Purpose Classifier Update Processing 9]

A flow of general-purpose classifier update processing o
performed by the classifier update unit 420 of the information
processing device 4 will be described below with reference to
FIG. 12. FIG. 12 is a flowchart illustrating the flow of the
general-purpose classifier update processing 0. It is assumed
that, in advance of the general-purpose classifier update pro-
cessing J, it is assumed that the pattern generator 25 has
already generated the pattern of each weak classifier of the
general-purpose classifier 10.

In the general-purpose classifier update processing 9, the
image acquisition unit 21 selects one of the patterns of the
weak classifier 11 in a certain layer (S501). Then the image
acquisition unit 21 acquires the registered image, and inputs
the registered image to the selected pattern (S502). The reg-
istered image is evaluated in the pattern to which the regis-
tered image is input. Then the score acquisition unit 26
acquires the score of the registered image from the pattern in
which the registered image is evaluated (S503). In the case
that the previously-acquired score exists, the score acquisi-
tion unit 26 accumulates the acquired score to the previously-
acquired score (S504). Then the image acquisition unit 21
determines whether another registered image exists (S505).
When another registered image exists (YES in S505), the
general-purpose classifier update processing O returns to the
processing in S502, and the pieces of processing in S502 to
S504 are performed again.

On the other hand, in S 505, when another registered image
does not exist (NO in S505), the score acquisition unit 26
determines whether another pattern exists (S506). When
another pattern exists (YES in S506), the general-purpose
classifier update processing 0 returns to the processing in
S501. On the other hand, when another pattern does not exist
(NOin S506), the pattern selector 27 determines the patternin
which the score (accumulated value) of the registered image
is maximized (S507).
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[Implementation Example by Software]

Each unit (control block) constituting the update units 1 to
4 may be constructed with a logic circuit (hardware) formed
in an integrated circuit (IC chip) or software using a CPU
(Central Processing Unit).

In the latter case, each of the update units 1 to 4 includes:
the CPU for issuing a command of a program, wherein the
command of the program being software for implementing
various functions; a ROM (Read Only Memory) or a storage
device (hereinafter referred to as a “recording medium”) in
which the program and various pieces of data are recorded
while being readable with a computer (or CPU); and a RAM
(Random Access Memory) in which the program is
expanded. The computer (or CPU) reads the program from
the recording medium to execute the program, thereby
achieving the object of the present invention. “Non-transitory
tangible mediums” such as a tape, a disk, a card, a semicon-
ductor memory, and a programmable logic circuit can be used
as the recording medium. The program may be supplied to the
computer through any transmission carrier (such as a com-
munication network and broadcasting wave) through which
the program can be transmitted. The present invention can
also be implemented in the form of a data signal embedded in
a carrier wave in which the program is materialized by elec-
tronic transmission.

More information on embodiments of the invention are
provided as follows. In accordance with one aspect of at least
one embodiment of the present invention, there is provided a
classifier update device of the present invention configured to
update a classifier that determines whether a specific type of
a target included in image data is present using a predeter-
mined criterion based on a value concerned with a predeter-
mined feature quantity extracted from the image data, the
classifier update device includes: an image acquisition unit
configured to acquire target image data including the specific
type of a target; and a feature quantity update unit configured
to update a reference value of the predetermined criterion in
the classifier based on the target image data acquired by the
image acquisition unit.

In accordance with another aspect of at least one embodi-
ment of the present invention, there is provided a classifier
update method of the present invention in which a classifier
update device updates a classifier that determines whether a
specific type of a target included in image data is present
using a predetermined criterion based on a value concerned
with a predetermined feature quantity extracted from the
image data, the classifier update method includes the steps of:
acquiring target image data including the specific type of a
target; and updating a reference value of the predetermined
criterion in the classifier based on the target image data.

According to the configuration, the reference value of the
predetermined criterion included in the classifier is updated
based on the target image data that is of the image data
including the specific type of target. That is, the reference
value of the predetermined criterion included in the classifier
is updated according to the target image data acquired by the
image acquisition unit. Specifically, the reference value of the
predetermined criterion is updated such that the classifier
accurately determines the newly-acquired target image data.

A user inputs the target image data including a certain
target to the classifier update device having the configuration.
Therefore, the determination accuracy of the classifier with
respect to the target can be enhanced.

In the classifier update of the present invention, the feature
quantity update unit may be configured to update a reference
value of the predetermined feature quantity in the classifier as
the reference value of the predetermined criterion.
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According to the configuration, the reference value of the
predetermined feature quantity is updated based on the target
image data acquired by the image acquisition unit. For
example, the reference value of the predetermined feature
quantity is updated so as to have the value closer to the feature
quantity extracted from the acquired target image data. There-
fore, the classifier more easily determines the target included
in the acquired target image data. In other words, the deter-
mination accuracy of the classifier with respect to the target is
enhanced.

The classifier update device of the present invention may
further include a learning processor configured to calculate
the reference value of the predetermined feature quantity as
anupdate reference value by learning the target image data. In
the classifier update device, the feature quantity update unit
may be configured to update the reference value of the pre-
determined feature quantity in the classifier based on the
update reference value calculated by the learning processor.

According to the configuration, the update reference value
that is of the reference value of the feature quantity is calcu-
lated in order to determine the target image data by the learn-
ing from the instance in which target image data is used. Then,
the reference value of the predetermined feature quantity
included in the classifier is updated based on the update
reference value. For example, the update reference value is
substituted for the reference value of the predetermined fea-
ture quantity included in the classifier. Therefore, the classi-
fier more easily determines the target included in the target
image data used in the learning. In other words, the determi-
nation accuracy of the classifier with respect to the target is
enhanced.

In the classifier update device of the present invention, the
predetermined feature quantity may be at least one of a ref-
erence position and luminance information of the reference
position, wherein the reference position is a position of a
pixel, and the luminance information in the image data refers
to the position of the pixel.

According to the configuration, the classifier determines
the target included in the target image data based on one of the
reference position that is of the position of the pixel and the
luminance information at the reference position. Accord-
ingly, the target is determined by the feature quantity, such as
the reference position and the luminance information, which
is included in the image data in general. At this point, the
reference position may be positions of one pair constructed
with two points or positions of a plurality of pairs. The lumi-
nance information may be a luminance difference or a mag-
nitude relationship of luminance between the reference posi-
tions constituting the pair.

The classifier update device of the present invention may
further include a determination result acquisition unit config-
ured to acquire a determination result of a each of a plurality
of weak classifiers with respect to the target image data
acquired by the image acquisition unit. In the classifier update
device, the classifier may be constructed with the plurality of
weak classifiers, and the feature quantity update unit may be
configured to update the reference value of the predetermined
criterion in only the weak classifier in which the target image
data is determined not to include the specific type of a target.

According to the configuration, the reference value of the
weak classifier that does not exactly determine the target
included in the specific target image data acquired by the
image acquisition unit is updated in the reference values of
the predetermined criteria included in the plurality of weak
classifiers. Therefore, the weak classifiers exactly determine
the target included in the specific target image data easily. On
the other hand, the reference value of the weak classifier that
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exactly determines the target included in the specific target
image data is not updated. Therefore, the reference value of
the weak classifier is maintained in the original state, so that
the target included in the target image data except the specific
target image data can accurately be determined. Accordingly,
the classifier constructed with the weak classifiers having the
characteristics can accurately determine the target included in
the specific target image data acquired by the image acquisi-
tion unit, and accurately determine the target included in
other pieces of target image data.

In the classifier update device of at least one embodiment
of the present invention, the predetermined criterion may be
based on whether a difference between a value concerned
with the predetermined feature quantity extracted from the
target image data acquired by the image acquisition unit and
the reference value of the predetermined feature quantity in
the classifier exceeds a predetermined threshold, and the fea-
ture quantity update unit may be configured to update the
predetermined threshold of the reference value of the prede-
termined criterion.

According to the configuration, the predetermined thresh-
old that is of the reference value of the predetermined crite-
rion is updated based on the target image data acquired by the
image acquisition unit. Specifically, the predetermined
threshold is updated such that the value concerned with the
predetermined feature quantity extracted from the target
included in the target image data acquired by the image acqui-
sition unit becomes less than or equal to the predetermined
threshold. Therefore, the classifier more accurately deter-
mines the target included in the target image data acquired by
the image acquisition unit.

The classifier update device of at least one embodiment of
the present invention may further include a score acquisition
unit configured to acquire a score of a determination result of
the classifier in each of a plurality of patterns with respect to
the target image data acquired by the image acquisition unit.
In the classifier update device, the classifier includes the
plurality of patterns of the reference value of the predeter-
mined feature quantity, and the feature quantity update unit
may be configured to perform update such that the patter
having the highest score acquired by the score acquisition unit
is set to the reference value of the predetermined feature
quantity in the classifier.

According to the configuration, the score expressing a like-
lihood that the specific type of target is included in the target
image data acquired by the image acquisition unit is acquired
in each pattern included in the classifier. The pattern having
the highest score is set to the reference value of the predeter-
mined feature quantity in the classifier. Therefore, the classi-
fier exactly determines the target image data acquired by the
image acquisition unit (that is, the classifier determines that
the specific type of target is included in the target image data).

The classifier update device of the above aspect may be
constructed with a computer. In this case, at least one embodi-
ment of the present invention may also include a control
program for the classifier update device causing the computer
to act as each of the units of the classifier update device.

At least one embodiment of the present invention may also
include an information processing device including the clas-
sifier update device and the classifier.

The present invention is not limited to the above embodi-
ments, but various changes can be made without departing
from the scope of the claims. That is, an embodiment obtained
by a combination of technical means disclosed in different
embodiments is also included in the present invention.
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The present invention can be applied to the information
processing device that determines the determination target
from the image.
What is claimed is:
1. A classifier update device configured to update a classi-
fier that determines whether a specific type of a target
included in image data is present using a predetermined cri-
terion based on a value concerned with a predetermined fea-
ture quantity extracted from the image data, the classifier
update device comprising:
a logic circuit formed in an integrated circuit or a process-
ing unit configured to control the classifier update device
to function as:
an image acquisition unit configured to acquire target
image data comprising the specific type of the target;
and

a feature quantity update unit configured to update a
reference value of the predetermined criterion in the
classifier based on the target image data acquired by
the image acquisition unit;

wherein the predetermined criterion is whether a differ-
ence between the value concerned with a predeter-
mined feature quantity extracted from the target
image data acquired by the image acquisition unit and
the reference value of the predetermined feature
quantity in the classifier exceeds a predetermined
threshold and the feature quantity update unit is con-
figured to update the predetermined threshold of the
reference value of the predetermined criterion.

2. The classifier update device according to claim 1,
wherein the feature quantity update unit is configured to
update a reference value of the predetermined feature quan-
tity in the classifier as the reference value of the predeter-
mined criterion.

3. The classifier update device according to claim 2, further
comprising:

a learning processor configured to calculate the reference
value of the predetermined feature quantity as an update
reference value by learning the target image data;

wherein the feature quantity update unit is configured to
update the reference value of the predetermined feature
quantity in the classifier based on the update reference
value calculated by the learning processor.

4. The classifier update device according to claim 1,
wherein the predetermined feature quantity is at least one of
a reference position and luminance information of the refer-
ence position, wherein the reference position is a position of
a pixel, and the luminance information in the image data
refers to the position of the pixel.

5. The classifier update device according to claim 1,
wherein the classifier update device is controlled by the logic
circuit to function as:

a determination result acquisition unit configured to
acquire a determination result of each of a plurality of
weak classifiers with respect to the target image data
acquired by the image acquisition unit;

wherein the classifier is constructed with the plurality of
weak classifiers, and the feature quantity update unit is
configured to update the reference value of the predeter-
mined criterion in only the weak classifier in which the
target image data is determined not to comprise the
specific type of a target.

6. The classifier update device according to claim 1,
wherein the classifier update device is controlled by the logic
circuit to function as:

a score acquisition unit configured to acquire a score of a

determination result of the classifier in each of a plural-
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ity of patterns with respect to the target image data
acquired by the image acquisition unit;
wherein:
the classifier comprises the plurality of patterns of the
reference value of the predetermined feature quantity;
and
the feature quantity update unit is configured to perform
update such that the pattern having the highest score
acquired by the score acquisition unit is set to the
reference value of the predetermined feature quantity
in the classifier.
7. An information processing device comprising:
the classifier update device according to claim 1; and
the classifier.
8. A classifier update method in which a classifier update
device updates a classifier that determines whether a specific
type of a target included in image data is present using a
predetermined criterion based on a value concerned with a
predetermined feature quantity extracted from the image
data, the classifier update method comprising:
acquiring target image data comprising the specific type of
a target,

updating a reference value of the predetermined criterion in
the classifier based on the target image data, the prede-
termined criterion being whether a difference between
the value concerned with a predetermined feature quan-
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tity extracted from the target image data acquired and the
reference value of the predetermined feature quantity in
the classifier exceeds a predetermined threshold; and

updating the predetermined threshold of the reference
value of the predetermined criterion.
9. A non-transitory computer-readable medium, having
stored thereon computer-readable instructions for executing,
by a computer, a classifier update method in which a classifier
update device updates a classifier that determines whether a
specific type of a target included in image data is present
using a predetermined criterion based on a value concerned
with a predetermined feature quantity extracted from the
image data, the classifier update method comprising:
acquiring target image data comprising the specific type of
a target,

updating a reference value of the predetermined criterion in
the classifier based on the target image data, the prede-
termined criterion being whether a difference between
the value concerned with a predetermined feature quan-
tity extracted from the target image data acquired and the
reference value of the predetermined feature quantity in
the classifier exceeds a predetermined threshold; and

updating the predetermined threshold of the reference
value of the predetermined criterion.
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