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(57) ABSTRACT

A system facilitates automatic recognition of facial expres-
sions. The system includes a data access module and an
expression engine. The expression engine further includes a
set of specialized expression engines, a pose detection mod-
ule, and a combiner module. The data access module accesses
a facial image of a head. The set of specialized expression
engines generates a set of specialized expression metrics,
where each specialized expression metric is an indication of a
facial expression of the facial image assuming a specific
orientation of the head. The pose detection module deter-
mines the orientation of the head from the facial image. Based
on the determined orientation of the head and the assumed
orientations of each of the specialized expression metrics, the
combiner module combines the set of specialized expression
metrics to determine a facial expression metric for the facial
image that is substantially invariant to the head orientation.
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1
HEAD-POSE INVARIANT RECOGNITION OF
FACTAL EXPRESSIONS

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates generally to automatic recognition of
facial expressions, and more particularly, to automatic facial
expression recognition that is invariant to the head orientation
(aka, head pose).

2. Description of the Related Art

A facial expression is a visible manifestation of the affec-
tive state, cognitive activity, intention, personality, and/or
psychopathology of a person. Facial expressions convey non-
verbal communication cues in face-to-face interactions.
These cues may also complement speech by helping the lis-
tener to elicit the intended meaning of spoken words. As a
consequence of the information they carry, facial expressions
not only help in interpersonal communications but also play
an important role whenever humans interact with machines.

Automatic recognition of facial expressions may act as a
component of natural human-machine interfaces. Such inter-
faces could enable the automated provision of services that
require a good appreciation of the emotional state of the
person receiving the services, as would be the case in trans-
actions that involve negotiations. Some robots can also ben-
efit from the ability to recognize facial expressions. Auto-
mated analysis of facial expressions for behavior science or
medicine is another possible application domain.

However, in current automatic facial expression recogni-
tion (AFER) systems, the output tends to vary with the ori-
entation of the head. The orientation of the head may be
determined by the position of the camera relative to the head,
and may be expressed by the three Euler angles (yaw, pitch,
roll). For example, commercially available AFER systems
typically will assign different smile probability values for the
same facial expression captured from different points of view.

Therefore, there is a need for AFER systems that can pro-
vide facial expression recognition that is invariant to changes
in the head pose.

SUMMARY OF THE INVENTION

The present invention overcomes the limitations of the
prior art by providing a system for automatic recognition of
facial expressions in a way that is invariant to the head orien-
tation.

In one embodiment, the system includes a data access
module and an expression engine. The data access module
accesses a facial image of ahead. The expression engine uses
the facial image to determine a facial expression metric for
the facial image. The facial expression metric is an indication
of'a facial expression of the facial image and the facial expres-
sion metric is substantially invariant to an orientation of the
head.

In one aspect, the expression engine includes a set of spe-
cialized expression engines, a pose detection module, and a
combiner module. The set of specialized expression engines
generates a set of specialized expression metrics, where each
specialized expression metric is an indication of a facial
expression of the facial image assuming a specific orientation
of the head. The pose detection module determines the ori-
entation of the head from the facial image. Based on the
determined orientation of the head and the assumed orienta-
tions of each of the specialized expression metrics, the com-
biner module combines the set of specialized expression met-
rics to determine a facial expression metric for the facial
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image that is substantially invariant to the head orientation. In
one approach, the orientation of the head is expressed by the
three Euler angles (yaw, pitch, roll).

In another approach, the combiner module determines
weights for the specialized expression metrics based on the
determined orientation of the head and the assumed orienta-
tions of each of the specialized expression metrics. The com-
biner module then produces a weighted sum of the special-
ized expression metrics using the determined weights.

Other aspects of the invention include methods, devices,
systems, applications, variations and improvements related to
the concepts described above.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention has other advantages and features which will
be more readily apparent from the following detailed descrip-
tion of the invention and the appended claims, when taken in
conjunction with the accompanying drawings, in which:

FIG. 1 shows a set of images of a head at different pitch
angles.

FIG. 2 is a block diagram of a system for automatically
recognizing facial expressions.

FIG. 3 is a block diagram of an example of a specialized
expression engine

FIG. 4 illustrates operation of an example pose detector.

FIGS. 5A-5D illustrate training of the specialized expres-
sion engines and the combiner module.

FIG. 6 illustrates an example set of specialized expression
engines.

FIG. 7 is a block diagram of a system for automatically
recognizing facial expressions without using a pose detector.

FIG. 8 illustrates an example comparison between two
systems for recognizing facial expressions, one system hav-
ing three specialized expression engines and the other system
having one specialized expression engine.

The figures depict embodiments of the present invention
for purposes of illustration only. One skilled in the art will
readily recognize from the following discussion that alterna-
tive embodiments of the structures and methods illustrated
herein may be employed without departing from the prin-
ciples of the invention described herein.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The figures and the following description relate to pre-
ferred embodiments by way of illustration only. It should be
noted that from the following discussion, alternative embodi-
ments of the structures and methods disclosed herein will be
readily recognized as viable alternatives that may be
employed without departing from the principles of what is
claimed. To facilitate understanding, identical reference
numerals have been used where possible, to designate iden-
tical elements that are common to the figures.

FIG. 1 shows a set of images 110a-c of a head at different
pitch angles. The image 110a depicts a head looking forward
with a pitch angle of 0° (i.e. frontal view). The image 1105
depicts a head looking downward with a pitch angle of —=20°.
The image 110c¢ depicts a head looking upward with a pitch
angle of +20°. The images 1105 and 110¢ are non-frontal
views. Note that the three images 110a-c show the same head
with the same facial expression, but from different view-
points. However, conventional AFER systems typically
would produce different outputs for each image due to the
different head orientations. For example, the conventional
AFER system may be configured as a smile detector, and the
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output of the AFER system is an estimated probability that the
facial expression is a smile. Most conventional AFER sys-
tems perform best for frontal views. Thus, the AFER system’s
estimated smile probability value for image 110a may be
close to 1.0, while the estimated smile probability values for
image 1105 may be as low as 0.29 and that for image 110c¢
may be somewhere in between, for example 0.53. The only
difference among the three images is the pitch angle. The
facial expression does not vary based on the head orientation,
and yet the facial expression metric (e.g., the smile probabil-
ity value) predicted by the AFER system varies significantly
depending on the head orientation. This highlights the need of
improved AFER systems to provide head-pose invariant
facial expression recognition for real-world applications.

FIG. 2 is a block diagram of a system for automatically
recognizing facial expressions. In one embodiment, the sys-
tem includes a data access module 210 and an expression
engine 220. The data access module 210 accesses a facial
image to be analyzed, from a source of facial images 201. The
source could be a database of previously captured images, a
source of facial images captured in real-time (such as a cam-
era that provides surveillance over an area), or other source of
facial images. Assume for this example that the source is a
database of facial images. The database of facial images 201
contains a large number of facial images of people. Some
images may include more than one facial image. For example,
apicture taken for a five-person gathering includes five facial
images. In one implementation, the data access module 210
detects the presence of five facial images in the picture, crops
out each facial image from the picture, and accesses each
facial image.

From the accessed facial image, the expression engine 220
determines a facial expression metric 260 for the facial image.
The facial expression metric 260 is an indication of a facial
expression of the facial image, and it is determined in such a
way that it is substantially invariant to the head pose. For
example, the facial expression metric 260 may include a
confidence level that the facial image expresses a predefined
facial expression. The predefined facial expression may be
selected from a finite group of predefined facial expressions,
which may include joy, sadness, fear, surprise, anger, con-
tempt, disgust, frustration, confusion, engagement, among
others. Alternately or in addition, the finite group of pre-
defined facial expressions may include action units from the
Facial Action Coding System (FACS). Suppose that the pre-
defined facial expression is smile for illustration purposes.
For instance, the confidence level may range from 0 to 100. A
confidence level of 100 may specify that the system is 100%
confident (or maximally confident) that the facial image
expresses smile, and a confidence level of 0 may specify that
the system has zero confidence (or minimal confidence) that
facial image expresses smile. Alternatively, the facial expres-
sion metric 260 may include a probability that the facial
image expresses a predefined facial expression. As an
example, a facial expression metric of 0.3 may indicate that
there is a 30% chance that the person in the facial image is
smiling (i.e., a smile probability value). In some cases, the
facial expression metric 260 may include an intensity indica-
tor of'a predefined facial expression found in the facial image.
For example, the intensity indicator may range from 0 to 10
for the predefined facial expression of smile. An intensity
indicator of 10 specifies a full smile, while an intensity indi-
cator of 2 specifies a subtle smile.

In one embodiment, the expression engine 220 includes a
set of N specialized expression engines 230a-N and a com-
biner module 250. In some embodiments, the expression
engine 220 further includes a pose detector 240 (i.e., a pose
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detection module). Each specialized expression engine 230
receives a copy of the facial image from the data access
module 210, and outputs a specialized expression metric that
is input to the combiner module 250. The set of specialized
expression metrics is an indication of the facial expression of
the facial image, and varies with the head pose in the facial
image. The combiner module 250 then combines the set of
specialized expression metrics to determine the facial expres-
sion metric 260. Note that the facial expression metric 260 is
also an indication of the facial expression of the facial image,
but is substantially invariant to the head pose.

In one approach, each specialized expression engine 230 is
a machine learning engine, and can be trained using standard
machine learning algorithms, e.g., support vector machines,
boosting, back-propagation, contrastive divergence, etc.
Each specialized expression engine 230 is trained to recog-
nize facial expressions over a narrow range of head poses. For
example, the narrow range may be a 10-degree solid angle
(i.e., /-5 degrees) centered around a nominal head orienta-
tion for that specialized expression engine. That is, special-
ized expression engine 230a may be trained for head poses
that are within +/-5 degrees of the frontal view, engine 2305
may be trained for head poses that are within +/-5 degrees of
0 degrees pitch and +10 degrees yaw, engine 230c may be
trained for head poses that are within +/-5 degrees of 0
degrees pitch and +20 degrees yaw, engine 230d may be
trained for head poses that are within +/-5 degrees of +10
degrees pitch and 0 degrees yaw, engine 230e may be trained
for head poses that are within +/-5 degrees of +10 degrees
pitch and +10 degrees yaw, and so on for different values of
pitch and yaw (and possibly also roll). As a result, each
specialized expression engine 230 is an expert specializing in
facial images from its narrow range of head poses.

The output of each specialized expression engine, the spe-
cialized expression metric, is an indication of a facial expres-
sion of the facial image, assuming a specific orientation of the
head. The different specialized expression metrics corre-
spond to different assumed orientations of the head. For
example, the set of specialized expression engines 230 may
be trained to detect smile, and the output of each specialized
expression engine may include a smile probability value.
Each smile probability value is judged “from the point of
view” of the corresponding expert, and therefore may not
provide a “global picture” of the estimation whether the per-
son in the facial image actually smiles or not. In other words,
each expert’s expertise is concentrated on the expert’s narrow
range of head poses. Therefore, an expert’s output is most
reliable if the head orientation in the facial image falls within
the expert’s range. The combiner module 250 combines the
outputs of the N experts (i.e., the set of specialized expression
metrics) to obtain a “global” estimation of the smile probabil-
ity (i.e., the facial expression metric 260). This metric is
substantially invariant to the orientation of the head in the
facial image. The expression engine 220 can thus be viewed
as a mixture of experts, or a “general expert” whose expertise
is broad enough to cover the aggregate of each expert’s exper-
tise.

In one implementation, the pose detector 240 also receives
a copy of the facial image from the data access module 210,
and determines the orientation of the head from the facial
image. In one approach, the orientation of the head is
expressed by the three Euler angles (yaw, pitch, roll). The
pose detector 240 then sends the determined orientation of the
head to the combiner module 250. Based on the determined
orientation of the head and the assumed orientation of each of
the specialized expression metrics, the combiner module 250
combines the set of specialized expression metrics.
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For example, the set of specialized expression metrics may
be represented by a vector p=(p,, p,, - - - , Py), Where p,
represents the i” specialized expression metric. The combiner
module 250 may determine a set of weights for the set of
specialized expression metrics based on the determined ori-
entation of the head and the assumed orientations of each of
the specialized expression metrics. In some cases, the com-
biner module 250 is also a machine learning engine, and may
be trained together with the specialized expression engines
230. The set of weights may be represented by a vector a=(a;,
a,, .. .,a,), where a, represents the weight for the i special-
ized expression metric. For instance, if the determined orien-
tation of the head falls within an expert’s expertise, the com-
biner may assign a relatively high weight for that expert and
relatively low weights for other experts. The final output of
the combiner module 250 (i.e., the facial expression metric
260) may be expressed as a weighted sum of the specialized
expression metrics. Using the vector notations above, the
facial expression metric 260 can be conveniently expressed as
y=p-a=2,_,""p,a,. In some cases, the facial expression metric
260 may be obtained using other methods, such as a nonlinear
function of p and a. The facial expression metric 260 obtained
in this way may be substantially invariant to the head pose, as
illustrated in more details below.

FIG. 3 is a block diagram of an example of a specialized
expression engine 330. In the embodiment shown in FIG. 3,
the specialized expression engine is a system based on facial
action coding. In other embodiments, a specialized expres-
sion engine may be a smile detector, an anger detector, and the
like, regardless of whether based on facial action coding.

Facial action coding is one system for assigning a set of
numerical values to describe facial expression. The system in
FIG. 3 receives facial images and produces the corresponding
facial action codes. A source module 201 provides a set of
facial images. At 302, a face detection module automatically
detects the location of a face within an image (or within a
series of images such as a video), and a facial feature detec-
tion module automatically detects the location of facial fea-
tures, for example the mouth, eyes, nose, etc. A face align-
ment module extracts the face from the image and aligns the
face based on the detected facial features. In some cases, the
above functions may be accomplished by the face detection
module alone. For the purposes of this disclosure, an image
can be any kind of data that represent a visual depiction of a
subject, such as a person. For example, the term includes all
kinds of digital image formats, including but not limited to
any binary or other computer-readable data representation of
a two-dimensional image.

After the face is extracted and aligned, at 304 a feature
location module defines a collection of one or more windows
at several locations of the face, and at different scales or sizes.
At 306, one or more image filter modules apply various filters
to the image windows to produce a set of characteristics
representing contents of each image window. The specific
image filter or filters used can be selected using machine
learning methods from a general pool of image filters that can
include but are not limited to Gabor filters, box filters (also
called integral image filters or Haar filters), and local orien-
tation statistics filters. In some variations, the image filters
can include a combination of filters, each of which extracts
different aspects of the image relevant to facial action recog-
nition. The combination of filters can optionally include two
or more of box filters (also known as integral image filters, or
Haar wavelets), Gabor filters, motion detectors, spatio-tem-
poral filters, and local orientation filters (e.g. SIFT, Levi-
Weiss).
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The image filter outputs are passed to a feature selection
module at 310. The feature selection module, whose param-
eters are found using machine learning methods, can include
the use of a machine learning technique that is trained on a
database of spontaneous expressions by subjects that have
been manually labeled for facial actions from the Facial
Action Coding System. The feature selection module 310
processes the image filter outputs for each of the plurality of
image windows to choose a subset of the characteristics or
parameters to pass to the classification module at 312. The
feature selection module results for the two or more image
windows can optionally be combined and processed by a
classifier process at 312 to produce a joint decision regarding
the posterior probability of the presence of an action unit in
the face shown in the image. The classifier process can utilize
machine learning on the database of spontaneous facial
expressions. At 314, a promoted output of the specialized
expression engine 330 can be a score for each of the action
units that quantifies the observed “content” of each of the 46
actionunits (AU) in the face shown in the image. This by itself
may be used as a specialized expression metric. The special-
ized expression metric may be represented by a vector of 46
components, each component being a score for an AU, e.g.,
the probability of the presence of the AU in the facial image.
Alternately, the specialized expression metric may be a com-
bination of the Ails, for example the probability of a smile at
a certain head orientation. In other embodiments, the special-
ized expression metric may simply be determined without
using action units.

In some implementations, the specialized expression
engine 330 can use spatio-temporal modeling of the output of
the frame-by-frame action units detectors. Spatio-temporal
modeling includes, for example, hidden Markov models, con-
ditional random fields, conditional Kalman filters, and tem-
poral wavelet filters, such as temporal Gabor filters, on the
frame-by-frame system outputs.

In one example, the automatically located faces can be
rescaled, for example to 96x96 pixels. Other sizes are also
possible for the rescaled image. In a 96x96 pixel image of a
face, the typical distance between the centers of the eyes can
in some cases be approximately 48 pixels. Automatic eye
detection can be employed to align the eyes in each image
before the image is passed through a bank of image filters (for
example Gabor filters with 8 orientations and 9 spatial fre-
quencies (2:32 pixels per cycle at V4 octave steps)). Output
magnitudes can be passed to the feature selection module and
facial action code classification module. Spatio-temporal
Gabor filters can also be used as filters on the image windows.

In addition, in some implementations, the specialized
expression engine 330 can use spatio-temporal modeling for
temporal segmentation and event spotting to define and
extract facial expression events from the continuous signal
(e.g., series of images forming a video), including onset,
expression apex, and offset. Moreover, spatio-temporal mod-
eling can be used for estimating the probability that a facial
behavior occurred within a time window. Artifact removal can
be used by predicting the effects of factors, such as head pose
and blinks, and then removing these features from the signal.

As described above, a specialized expression engine is an
expert specializing in facial images from a narrow range of
head poses. As aresult, the specialized expression engine 330
as shown in FIG. 3 may be trained to be most accurate for
facial images having head orientations within its intended
working range (i.e., the expert’s expertise). Any predictions
made by the specialized expression engine on facial images
having head orientations outside the specialized expression
engine’s intended working range may be less trustworthy.
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FIG. 4 illustrates operation of an example pose detector.
For a facial image 201 (or an input video frame), the face is
detected using a face detection system (e.g., OpenCV). Facial
features are detected automatically as (x, y) coordinates 410.
Specifically, the centers of both eyes (defined as the midpoint
between the inner and outer eye corner), the tip of the nose,
and the center of the mouth are detected. A face patch 430 is
registered and cropped 420 using, for example the locations
of the eyes. In one approach, the face patch 430 may be
downscaled, for example to 24x24 pixels. The face patch 430
may also be further converted to grayscale, and normalized to
zero mean and unit variance.

The cropped face pixels in the face patch 430 are passed
through an array of pose range classifiers 440 that are trained
to distinguish between different ranges of yaw, pitch, and roll.
In one implementation, the yaw space is partitioned into
seven ranges 470, and the pitch space is partitioned into three
ranges 480. The yaw ranges 470 are (from 1-7): [-45, -30],
[-30, -18], [-18, -06], [-06, +06], [+06, +18], [+18, +30],
and [+30, +45] in degrees. The pitch ranges 480 are (from
1-3): [-45, -10], [-10, +10], and [+10, +45] in degrees. A
sample facial image from each of the seven yaw ranges and
three pitch ranges is shown to facilitate illustration. These
ranges are described for illustration purposes only. Other
partitions of the yaw space and the pitch space are possible. In
the example shown in FIG. 4, no partition of the roll space is
implemented since the roll angle of a face may be accurately
estimated using feature point positions. In other implemen-
tations, the roll space may be similarly partitioned into roll
ranges.

Two types of pose range classifiers 440 may be used:
one-versus-one classifiers that distinguish between two indi-
vidual pose ranges (e.g., yaw range 1 and yaw range 4), and
one-versus-all classifiers that distinguish between one indi-
vidual pose range and the remaining pose ranges (e.g., yaw
range 2 and yaw ranges {1, 3, 4, 5, 6, 7}). The pose range
classifiers 440 may be trained using GentleBoost on Haar-like
box features. The output of the pose range classifiers 440 may
include the log probability ratio of the face belonging to one
pose range compared to another. For example, the output of
the one-versus-one classifier Yaw: 1-v-2 may be expressed as
log(p1/p2), where pl stands for the probability of the face
belonging to yaw range 1 and p2 stands for the probability of
the face belonging to yaw range 2.

The (%, y) coordinates 410 of automatically detected facial
features and the real-valued outputs of the pose range classi-
fiers 440 are integrated using a function approximator 450
(e.g., linear regression) to yield an estimate of the head pose
Euler angles (yaw, pitch, and roll) 460. In one implementa-
tion, the inputs to the function approximator 450 are the raw
(X, y) coordinates 410 and the arctangent of the outputs of the
pose range classifiers 440 (e.g., tan~'(log(p1/p2))). In the
example illustrated above, the pose detector determines the
locations of facial features in the facial image, and then deter-
mines the orientation of the head based at least in part on
relative locations of the facial features.

FIGS. 5A-5D illustrate training of the specialized expres-
sion engines and the combiner module. FIG. 5A illustrates the
training of one specialized expression engine 530a through
supervised learning. The specialized expression engine 530a
is labeled “at 0°”, which means that the specialized expres-
sion engine’s intended working range is centered at 0° in the
yaw space. The intended working range is assumed to be
[-5°, +5°] in the yaw space. For purposes of this example,
ignore the pitch space and the roll space. The specialized
expression engine 530q is trained to be a “frontal view expert”
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in the yaw space. The meanings for other labels, such as “at
+10°7, “at =10°7, “at +15°7, etc., can be similarly inferred.

Facial images 501 together with their corresponding spe-
cialized expression metrics 535 form a training set as input to
train the specialized expression engine 530. Different facial
images are labeled by suffixes: 501a, 5015, 501¢, etc. The “0”
number in parenthesis indicates the yaw value for the facial
image. So image 501a(0) is the facial image 5014 taken from
a head yaw of 0°. Image 501a(10) is the same facial image
501a taken from a head yaw of +10°. Image 5015(0) is a
different facial image 5015 taken from a head yaw of 0°. The
specialized expression metrics 535x(y) are the “correct
answers” for the facial images 501x(y), and they may be
obtained from manual labeling. For example, a human may
have manually determined the specialized expression metric
535 for each facial image 501, and the answers are stored in a
database for later use in training. A specialized expression
metric may simply be a number, such as 0.9, 0.7, or 0.8 as
shown in FIG. 5A. In other cases, a specialized expression
metric may be a vector of numbers, for example, a vector of
scores with each score representing a probability of presence
of'an action unit. The “correct answers” may also come from
another pre-trained expression engine, or from a predefined
look-up table.

The specialized expression engine 530aq is trained to esti-
mate the correct specialized expression metrics, concentrat-
ing on facial images within the intended working range. In
one embodiment, the output of the specialized expression
engine 530¢ includes the estimated specialized expression
metrics 5354. In many cases, the specialized expression
engine 530 includes a parameterized model of the task at
hand. The learning process uses the training set to adjust the
values of the numerical parameters of the model. The values
of the numerical parameters determined by training can then
be used in an operational mode.

FIG. 5B illustrates the training of a specialized expression
engine 5305, based in part on using a previously trained
specialized expression engine 530a. In this example, the spe-
cialized expression engine 5305 (centered at +10° in the yaw
space) is being trained through supervised learning. The spe-
cialized expression engine 530a (centered at 0° in the yaw
space) is already trained, and functions as a teacher to provide
the correct answers for the training set. Facial images at 0°
(501a(0), 5015(0), 501¢(0), etc.) are within the expertise of
the specialized expression engine 530a and are input to the
specialized expression engine 530a to obtain the correspond-
ing specialized expression metrics 535a, which are assumed
to be correct since engine 530aq is already trained.

Each facial image at 0° has a corresponding facial image at
10°, and they together form an image pair. For example, the
facial image 501a(0) and the facial image 5014(10) form an
image pair, the facial image 5015(0) and the facial image
5015(10) form an image pair, and so on. An image pair
includes two facial images of the same person with the same
facial expression, but with two different orientations of the
person’s head. Image pairs may be created by taking pictures
of a person from two cameras at different angles simulta-
neously. More generally, image sets may be formed by cre-
ating sets of images of the same person with the same facial
expression, but taken from different viewpoints (i.e., at dif-
ferent head poses).

The facial images at +10° together with specialized expres-
sion metrics 535q form a training set as input to train the
specialized expression engine 5305. For example, the facial
image 501a(0) is input to the specialized expression engine
530a, and a specialized expression metric 535a is obtained.
As the facial image 501a(0) and the facial image 501a(10)
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form an image pair, they contain the same facial expression.
Therefore, the specialized expression metric 535a deter-
mined for the facial image 501a(0) is also used as the “correct
answer” for the specialized expression metric to be deter-
mined from the facial image 501a(10). As a result, the spe-
cialized expression metric 535 determined for the facial
images 5017(0) in conjunction with the facial image 501
(10) form a training set for the specialized expression engine
5305. In one embodiment, the output of the specialized
expression engine 5305 includes the estimated specialized
expression metrics 5355. This approach can save significant
time because it automatically generates training sets for train-
ing the non-frontal-view specialized expression engines. In
some embodiments, the specialized expression engine 5305
may also be trained using a manually labeled training set, e.g.,
a training set including non-frontal-view facial images in
conjunction with manually determined specialized expres-
sion metrics.

FIGS. 5C-5D illustrate the training of the combiner module
using trained specialized expression engines. For illustration
purposes, the combiner module 250 is shown to perform a
weighted sum of the specialized expression metrics 535. In
other embodiments, more sophisticated combination meth-
ods may be used. Also, the specialized expression engines
530 (labeled “at 0°”, “at +10°”, and “at —10°”) are just
examples. In other embodiments, specialized expression
engines with more, less, or different expertise ranges may be
used. The goal is to train the combiner module 250 to combine
the specialized expression metrics to obtain a facial expres-
sion metric that is invariant to the head pose.

FIG. 5C illustrates an initial step to train the combiner
module. A facial image 510(0) at 0° is input to the specialized
expression engines 530 and the pose detector 240. The spe-
cialized expression engines are already trained, and each
specialized expression engine outputs a specialized expres-
sion metric 535 for the facial image 510. As shown in the
example of FIG. 5C, the specialized expression metric pre-
dicted by the specialized expression engine 530q is 0.8, the
specialized expression metric predicted by the specialized
expression engine 5305 is 0.3, and the specialized expression
metric predicted by the specialized expression engine 530c¢ is
0.4. These specialized expression metrics 535 are to be com-
bined by the combiner module 250. In this example, the
combiner module 250 uses information from the pose detec-
tor 240 to determine a set of weights 545 for combining the
specialized expression metrics 535. As shown in FIG. 5C, the
pose detector 240 determines the facial image 510 to be “at
0°” (i.e., exactly a frontal view image), and sends the infor-
mation to the combiner module 250. Since facial image 510
(0) is for an orientation that exactly matches the expertise of
specialized expression engine 530a, the combiner module
250 uses a pre-determined weight distribution for frontal
view images to initialize the facial expression metric 560. For
example, the pre-determined weight distribution may be the
weights 545 shown in FIG. 5C, namely, 1 for the specialized
expression engine at 0° and O for the specialized expression
engines at —10° and at +10°. The facial expression metric 560
obtained using such a weighted sum is 0.8 (=0.4*0+0.8%1+
0.3*0). In other words, the system deems the frontal view
images and the frontal view experts to be trustworthy, and
uses them to determine the “correct answer” for the facial
expression metric 560. In other embodiments, more sophis-
ticated methods for determining the correct facial expression
metric may be used.

FIG. 5D illustrates a subsequent training step of the com-
biner module 250. In this example, a facial image 510(5) at 5°
is input to the specialized expression engines 530 and the pose
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detector 240. The facial image 510(5) and the facial image
510(0) form an image pair. For a head-pose invariant expres-
sion engine, the same facial expression metric (0.8) should be
obtained at the output. As shown in FIG. 5D, a different set of
specialized expression metrics 535 are obtained (0.2 for the
specialized expression engine at —10°, 0.7 for the specialized
expression engine at 0°, 0.9 for the specialized expression
engine at +10°). The pose detector 240 determines the facial
image 510(5) to be “at 5°” (i.e., a non-frontal view image),
and sends the information to the combiner module 250. In one
approach, the pose detector 240 determines the head orienta-
tion Euler angles (yaw, pitch, roll) in the facial image 510(5),
and sends the Euler angles to the combiner module 250.

In one embodiment, the combiner module 250 uses the
Euler angles determined by the pose detector 240 to assign
weights to the specialized expression metrics. For example, if
the Euler angles are (a., P, y), the combiner module 250
assigns higher weights to the specialized expression metrics
predicted by the specialized expression engines whose
intended working ranges are near (a., f3, y), and lower weights
to other specialized expression metrics. The combiner mod-
ule 250 then tunes the weights 545 based on the assumed
“correct answer” for the facial expression metric 560 deter-
mined for the frontal view case in FIG. 5C. In the example
shown in FIG. 5D, the weights 545 are determined to be O,
0.5, 0.5, such that a weighted sum gives 0.8
(=0%0.240.5%0.7+0.5%0.9) for the facial expression metric
560, which is equal to the facial expression metric of FIG. 5C.
The training of the combiner module continues with many
image pairs. For example, image pairs may be selected to
train over the desired range of head poses.

After the individual trainings of the specialized expression
engines and the combiner module are completed, the expres-
sion engine as a whole (including the specialized expression
engines and the combiner module) can be further trained to
improve performance. Standard optimization algorithms
(e.g., gradient descent) can be used to further optimize the
parameters in the specialized expression engines as well as
the parameters in the combiner module. In addition, the
parameters of the expression engine may be iteratively opti-
mized. For example, the parameters in the combiner module
may be optimized while the parameters in the specialized
expression engines are fixed; and then the latter are optimized
while the former are fixed. In some cases, the intended work-
ing ranges of the specialized expression engines may be fur-
ther optimized. For example, some specialized expression
engines may enlarge, narrow, and/or shift their intended
working ranges during the course of the training to optimize
the overall performance of the expression engine.

FIG. 6 illustrates an example set of specialized expression
engines. The specialized expression engines illustrated in
FIG. 6 are pose-specific expression engines. In other cases,
the specialized expression engines are not limited to specific
head poses. For instance, the specialized expression engines
may specialize in certain facial features and/or certain action
units. In addition, the specialized expression engines may
specialize in a certain gender (e.g., male or female). In the
example shown in FIG. 6, the specialized expression engines
are categorized by expression and by head pose (yaw, pitch,
roll). For example, there are specialized smile engines 610,
specialized anger engines 620, etc. Other specialized expres-
sion engines may include specialized surprise engines, spe-
cialized confusion engines, and so on. The specialized smile
engines 610 are further classified by their assumed head ori-
entations (i.e., nominal orientations). An example set is
shown in FIG. 6. The head poses are discretized in the yaw,
pitch, and roll dimensions. The discretizations may be differ-
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ent in these dimensions. In some cases, one or more dimen-
sions may not be discretized at all.

For instance, each square in FIG. 6 represents a center of
discretization in a head-pose dimension. For example, the
yaw dimension has a discretization step of 10°, the pitch
dimension has a discretization step of 6°, and the roll dimen-
sion has a discretization step of 2°. A specialized expression
engine may be labeled by combining the expression and the
head pose discretization center, such as Smile-(0, 0, 0),
Anger-(-10, -6, +2), etc. The head pose discretization center
of a specialized expression engine is the assumed head ori-
entation for that specialized expression engine. For example,
the Smile-(0, 0, 0) specialized expression engine is special-
ized in detecting smile assuming the head orientation to be (0,
0, 0).

Each specialized expression engine may also have an
intended working range. For example, the Smile-(0, 0, 0)
specialized expression engine may have a yaw range of [-5°,
+5°], apitchrange of [-3°, +3°], and a roll range of [-1°, +1°].
The working ranges of the specialized expression engines
typically fill the yaw-pitch-roll space with minimal overlap,
but this is not required. In an alternate embodiment, roll may
be accounted for by rotating the facial image to a 0° roll
position and then using specialized expression engines to
account for yaw and pitch.

In another embodiment, the specialized expression engines
are categorized only by head pose. In other words, these
specialized expression engines are expression-multiplexed
versions of their counterparts shown in FIG. 6. These special-
ized expression engines are labeled as (0, 0, 0), (=10, -6, +2),
etc. Each specialized expression engine is able to output a
vector instead of a single number. The vector output may have
multiple components, one component representing the prob-
ability/intensity of smile present in the facial image, another
component representing the probability/intensity of anger
present in the facial image, and the like. In one approach, each
component of the output vector corresponds to the probability
of the presence of an action unit in the facial image.

FIG. 7 is a block diagram illustrating a system for auto-
matically recognizing facial expressions. This system is simi-
lar to the one shown in FIG. 1, but without using a pose
detector and without using the facial image as an input to the
combiner 750. This system can be trained using the same
approach as shown in FIGS. 5A-5D, but facial images 701 are
not input to the combiner module 750 as part of training
Rather, a facial image is applied to the previously trained
specialized expression engines 730a-M. Each specialized
expression engine produces a corresponding specialized
expression metric. The training set for the combiner module
750 then includes these specialized expression metrics and
the known “correct” facial expression metric 760, determined
the same way as described in FIGS. 5A-5D using image pairs.

FIG. 8 illustrates an example comparison between two
systems for recognizing facial expressions. Expression
engine I 820 is a system that has one specialized expression
engine with a working range of [-15°, +15°] in the roll space.
Expression engine 11 825 is a system having three specialized
expression engines, with working ranges of [-15°, -5°],
[-10° +10°],and [+5°, +15°] in the roll space. Image pairs are
input to both systems, and correlation metrics between the
facial expression metrics of the image pairs are calculated and
plotted.

The plot in the middle of FIG. 8 shows such a “correlation
plot.” The x-axis is the roll angle in degrees, and the y-axis is
the correlation metric. In one approach, the correlation metric
is represented by the Pearson correlation coefficient. The
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upper curve is correlation vs. roll angle for expression engine
11, and the lower curve is correlation vs. roll angle for expres-
sion engine .

For clarity of illustration, consider one specific roll angle
on the curve. The point 840 is taken from the lower curve and
the point 845 is taken from the upper curve. Both points
correspond to a 15° roll angle. To obtain the correlation metric
(i.e., y-value) of the point 840, a set of facial images at 0° roll
angle {801a(0), 8015(0), 801¢(0), .. . } is input to the expres-
sion engine | to obtain a set of facial expression metrics
860(0). A corresponding set of facial images at 15° roll angle
{801a(15), 8015(15), 801c(15), . . . } is also input to the
expression engine I to obtain another set of facial expression
metrics 860(15). The two sets of facial images form a set of
image pairs. For example, the image 801a(0) and the image
801a(15) form an image pair, the image 8015(0) and the
image 8015(15) form an image pair, and so on. The Pearson
correlation coefficient between the set of facial expression
metrics 860(0) and the set of facial expression metrics 860
(15) is then calculated to obtain the vertical coordinate of the
point 840. The process is shown in the left part of FIG. 8.

The y-value of the point 845 is obtained in a similar fash-
ion. As shown in the right part of FIG. 8, a set of facial images
at0°roll angle {801a(0), 8015(0), 801c(0), . . . } is input to the
expression engine II to obtain a set of facial expression met-
rics 862(0). A corresponding set of facial images at 15° roll
angle {801a(15), 8015(15), 801c(15), ... } is also input to the
expression engine II to obtain another set of facial expression
metrics 862(15). The two sets of facial images form a set of
image pairs. This set of image pairs may be the same set of
image pairs used in calculating the point 840. In some cases,
the two sets of image pairs may be different. The Pearson
correlation coefficient between the set of facial expression
metrics 862(0) and the set of facial expression metrics 862
(15) is then calculated to obtain the vertical coordinate of the
point 845.

A correlation value of 1 indicates perfect correlation. For
example, the points at the center of the two curves (corre-
sponding to a roll angle of 0°) in the correlation plot always
have correlation values of 1, because the set of facial expres-
sion metrics at 0° always have a perfect correlation with itself.
On the other hand, a correlation value of 0 indicates no cor-
relation at all. For example, two sets of random numbers have
a correlation value of 0, because they have no correlation with
each other. A correlation value between facial expression
metrics at 0° and a non-frontal head pose greater than 0.9
across a range of [-20°, 20°] in the roll space is an indication
of head-pose invariance, because the predictions of facial
expression metrics at the non-frontal head pose within the
above range always follow the predictions of the correspond-
ing facial expression metrics at the frontal head pose to a great
extent. As shown in FIG. 8, the point 845 has a higher corre-
lation than the point 840, indicating that expression engine I1
(with 3 specialized expression engines) is more capable of
making head-pose invariant predictions than expression
engine [ (with only one specialized expression engine).
Another indication of head-pose invariance is when the facial
expression metric does not vary by more than 20% for orien-
tations of the head ranging across [-20°, 20°] in at least one of
the Euler angles (yaw, pitch). Alternately, the distance
between the frontal and non-frontal head poses may be char-
acterized using other measures, for example some combina-
tion of Euler angles or the quaternion distance, and an indi-
cation for head-pose invariance in each case can be similarly
defined.

In a typical implementation of the expression engine, the
number of specialized expression engines is between 16 and
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49, for example more than 15 and less than 50. These special-
ized expression engines may be uniformly spaced inthe Euler
angles (yaw, pitch). In one particular design, each specialized
expression engine is designed to operate over arange of +/-10
degrees in (yaw, pitch) relative to its nominal orientation. The
nominal orientations are spaced by 5 degrees so that neigh-
boring specialized expression engines overlap in their
intended ranges of expertise. In some cases, the optimal num-
ber of specialized expression engines in an expression engine
varies in proportion to the amount of available training data.

In alternate embodiments, the invention is implemented in
computer hardware, firmware, software, and/or combinations
thereof. Apparatus of the invention can be implemented in a
computer program product tangibly embodied in a machine-
readable storage device for execution by a programmable
processor; and method steps of the invention can be per-
formed by a programmable processor executing a program of
instructions to perform functions of the invention by operat-
ing on input data and generating output. The invention can be
implemented advantageously in one or more computer pro-
grams that are executable on a programmable system includ-
ing at least one programmable processor coupled to receive
data and instructions from, and to transmit data and instruc-
tions to, a data storage system, at least one input device, and
at least one output device. Each computer program can be
implemented in a high-level procedural or object-oriented
programming language, or in assembly or machine language
if desired; and in any case, the language can be a compiled or
interpreted language. Suitable processors include, by way of
example, both general and special purpose microprocessors.
Generally, a processor will receive instructions and data from
a read-only memory and/or a random access memory. Gen-
erally, a computer will include one or more mass storage
devices for storing data files; such devices include magnetic
disks, such as internal hard disks and removable disks; mag-
neto-optical disks; and optical disks. Storage devices suitable
for tangibly embodying computer program instructions and
data include all forms of non-volatile memory, including by
way of example semiconductor memory devices, such as
EPROM, EEPROM, and flash memory devices; magnetic
disks such as internal hard disks and removable disks; mag-
neto-optical disks; and CD-ROM disks. Any of the foregoing
can be supplemented by, or incorporated in, ASICs (applica-
tion-specific integrated circuits) and other forms of hardware.

The term “module” is not meant to be limited to a specific
physical form. Depending on the specific application, mod-
ules can be implemented as hardware, firmware, software,
and/or combinations of these, although in these embodiments
they are most likely software. Furthermore, different modules
can share common components or even be implemented by
the same components. There may or may not be a clear
boundary between different modules.

Depending on the form of the modules, the “coupling”
between modules may also take different forms. Software
“coupling” can occur by any number of ways to pass infor-
mation between software components (or between software
and hardware, if that is the case). The term “coupling” is
meant to include all of these and is not meant to be limited to
ahardwired permanent connection between two components.
In addition, there may be intervening elements. For example,
when two elements are described as being coupled to each
other, this does not imply that the elements are directly
coupled to each other nor does it preclude the use of other
elements between the two.

Although the detailed description contains many specifics,
these should not be construed as limiting the scope of the
invention but merely as illustrating different examples and
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aspects of the invention. It should be appreciated that the
scope of the invention includes other embodiments not dis-
cussed in detail above. For example, the expression engine
may further include a gender detection module, and the
detected gender information of the facial image may be used
in combination with the determined head orientation to obtain
the facial expression metric. In some embodiments, the spe-
cialized expression engines are not pre-trained. In other
embodiments, the specialized expression engines do not have
a continuous range of expertise. For instance, a specialized
expression engine may “cluster specialize” and have a dis-
continuous range of expertise covering both [-15°, -10°] and
[+10°, +15°] in the yaw space. Various other modifications,
changes and variations which will be apparent to those skilled
in the art may be made in the arrangement, operation and
details of the method and apparatus of the present invention
disclosed herein without departing from the spirit and scope
of'the invention as defined in the appended claims. Therefore,
the scope of the invention should be determined by the
appended claims and their legal equivalents.

What is claimed is:

1. A computer-implemented system for automatically rec-
ognizing facial expressions, the system comprising:

adata access module for accessing a facial image ofa head;
and

an expression engine for determining a facial expression
metric for the facial image from the facial image;
wherein the expression engine comprises:

a set of specialized expression engines for determining a
set of specialized expression metrics that are an indi-
cation of the facial expression of the facial image,
wherein the set of specialized expression metrics var-
ies with orientation of the head; and

a combiner module for combining the set of specialized
expression metrics to determine the facial expression
metric, wherein the facial expression metric is an
indication of a facial expression of the facial image.

2. The system of claim 1 wherein each specialized expres-
sion metric is an indication of a facial expression of the facial
image assuming a specific orientation of the head, and the
different specialized expression metrics correspond to difter-
ent assumed orientations of the head.

3.The system of claim 2 wherein the orientation of the head
is expressed by three Euler angles (yaw, pitch, roll).

4. The system of claim 2 wherein the expression engine
further comprises:

a pose detection module for determining the orientation of
the head from the facial image, wherein the combiner
module combines the set of specialized expression met-
rics based on the determined orientation of the head and
the assumed orientations for each of the specialized
expression metrics.

5. The system of claim 4 wherein the combiner module is
further for determining weights for the specialized expression
metrics based on the determined orientation of the head and
the assumed orientations for each of the specialized expres-
sion metrics, and producing a weighted sum of the specialized
expression metrics.

6. The system of claim 4 wherein the pose detection mod-
ule is further for determining a location of facial features in
the facial image, and determining the orientation of the head
based at least in part on relative locations of the facial fea-
tures.

7. The system of claim 2 wherein the assumed orientations
of'the head are spaced by at least five degrees in at least one of
Euler angles (yaw, pitch).
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8. The system of claim 2 wherein each specialized expres-
sion engine is specialized over a range of at least +/-ten
degrees with respect to at least one of Euler angles (yaw,
pitch) relative to the assumed orientation for that specialized
expression engine.

9. The system of claim 1 wherein the specialized expres-
sion engines are machine learning engines.

10. The system of claim 9 wherein the specialized expres-
sion engines are support vector machines.

11. The system of claim 9 wherein the number of special-
ized expression engines is greater than 15.

12. The system of claim 9 wherein the number of special-
ized expression engines is less than 50.

13. The system of claim 1 wherein the combiner module is
a machine learning engine.

14. The system of claim 1 wherein the facial expression
metric does not vary by more than 20% for orientations of the
head ranging across [-20°, 20° | for at least one of Euler
angles (yaw, pitch).

15. The system of claim 1 wherein a correlation metric for
the facial expression metric is above 0.9 for orientations of the
head ranging across [-20°, 20°] for at least one of Euler
angles (yaw, pitch).

16. A computer-implemented system for automatically
recognizing facial expressions, the system comprising:

adata access module for accessing a facial image of ahead;

and

an expression engine for determining a facial expression

metric for the facial image from the facial image,
wherein the facial expression metric is an indication of a
facial expression of the facial image and a Pearson cor-
relation coefficient for the facial expression metric is
above 0.9 for orientations of the head ranging across
[-20°, 20°] for at least one of Euler angles (yaw, pitch).

17. The system of claim 1 wherein the facial expression
metric comprises a confidence level that the facial image
expresses a predefined facial expression.

18. The system of claim 17 wherein the facial expression
metric comprises a probability that the facial image expresses
a predefined facial expression.

19. The system of claim 17 wherein the predefined facial
expression is selected from a finite group of predefined facial
expressions.

20. The system of claim 19 wherein the finite group of
predefined facial expressions includes frustration, confusion,
and engagement.

21. A computer-implemented system for automatically
recognizing facial expressions, the system comprising:

adata access module for accessing a facial image of ahead;

and

an expression engine for determining a facial expression

metric for the facial image from the facial image,
wherein the facial expression metric comprises a confi-
dence level that the facial image expresses a predefined
facial expression selected from a finite group of pre-
defined facial expressions that includes action units
from Facial Action Coding System, and wherein the
facial expression metric is substantially invariant to an
orientation of the head.

22. A computer-implemented method for automatically
recognizing facial expressions, the method comprising:

accessing a facial image of a head; and

determining a facial expression metric for the facial image

from the facial image, wherein the facial expression
metric is an indication of a facial expression of the facial
image and determining the facial expression metric
comprises:
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determining a set of specialized expression metrics that
are an indication of the facial expression of the facial
image, wherein the set of specialized expression met-
rics varies with orientation of the head; and

combining the set of specialized expression metrics to
determine the facial expression metric, wherein the
facial expression metric is substantially invariant to
an orientation of the head.

23. A non-transitory computer readable medium contain-
ing instructions that, when executed by a processor, execute a
method for automatically recognizing facial expressions, the
method comprising:

accessing a facial image of a head; and

determining a facial expression metric for the facial image

from the facial image, wherein the facial expression

metric is an indication of a facial expression of the facial

image and determining the facial expression metric

comprises:

determining a set of specialized expression metrics that
are an indication of the facial expression of the facial
image, wherein the set of specialized expression met-
rics varies with orientation of the head; and

combining the set of specialized expression metrics to
determine the facial expression metric, wherein the
facial expression metric is substantially invariant to
an orientation of the head.

24. The computer-implemented method of claim 22
wherein each specialized expression metric is an indication of
a facial expression of the facial image assuming a specific
orientation of the head, and the different specialized expres-
sion metrics correspond to different assumed orientations of
the head.

25. The computer-implemented method of claim 24
wherein the orientation of the head is expressed by three Euler
angles (yaw, pitch, roll).

26. The computer-implemented method of claim 24
wherein determining the facial expression metric further
comprises:

determining the orientation of the head from the facial

image, wherein combining the set of specialized expres-
sion metrics is based on the determined orientation of
the head and the assumed orientations for each of the
specialized expression metrics.

27. The computer-implemented method of claim 26
wherein combining the set of specialized expression metrics
further comprises determining weights for the specialized
expression metrics based on the determined orientation of the
head and the assumed orientations for each of the specialized
expression metrics, and producing a weighted sum of the
specialized expression metrics.

28. The computer-implemented method of claim 26
wherein determining the orientation of the head from the
facial image further comprises determining a location of
facial features in the facial image, and determining the orien-
tation of the head based at least in part on relative locations of
the facial features.

29. The computer-implemented method of claim 24
wherein the assumed orientations of the head are spaced by at
least five degrees in at least one of Euler angles (yaw, pitch).

30. The computer-implemented method of claim 24
wherein each specialized expression metric is specialized
over arange of at least +/—ten degrees with respect to at least
one of Euler angles (yaw, pitch) relative to the assumed ori-
entation for that specialized expression metric.

31. The computer-implemented method of claim 22
wherein determining the set of specialized expression metrics
is performed by machine learning engines.
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32. The computer-implemented method of claim 31
wherein the number of specialized expression metrics is
greater than 15.

33. The computer-implemented method of claim 22
wherein combining the set of specialized expression metrics
to determine the facial expression metric is performed by a
machine learning engine.

34. The computer-implemented method of claim 22
wherein the facial expression metric does not vary by more
than 20% for orientations of the head ranging across [-20°,
20°] for at least one of Euler angles (yaw, pitch).

35. The computer-implemented method of claim 22
wherein a correlation metric for the facial expression metric is
above 0.9 for orientations of the head ranging across [-20°,
20°] for at least one of Euler angles (yaw, pitch).

36. The computer-implemented method of claim 22
wherein the facial expression metric comprises a confidence
level that the facial image expresses a predefined facial
expression.

37. The computer-implemented method of claim 36
wherein the facial expression metric comprises a probability
that the facial image expresses a predefined facial expression.

38. The computer-implemented method of claim 36
wherein the predefined facial expression is selected from a
finite group of predefined facial expressions.

39. The computer-implemented method of claim 38
wherein the finite group of predefined facial expressions
includes frustration, confusion, and engagement.

40. The computer readable medium of claim 23 wherein
each specialized expression metric is an indication of a facial
expression of the facial image assuming a specific orientation
of the head, and the different specialized expression metrics
correspond to different assumed orientations of the head.

41. The computer readable medium of claim 40 wherein
the orientation of the head is expressed by three Euler angles
(yaw, pitch, roll).

42. The computer readable medium of claim 40 wherein
determining the facial expression metric further comprises:

determining the orientation of the head from the facial

image, wherein combining the set of specialized expres-
sion metrics is based on the determined orientation of
the head and the assumed orientations for each of the
specialized expression metrics.

43. The computer readable medium of claim 42 wherein
combining the set of specialized expression metrics further
comprises determining weights for the specialized expression
metrics based on the determined orientation of the head and
the assumed orientations for each of the specialized expres-
sion metrics, and producing a weighted sum of the specialized
expression metrics.

44. The computer readable medium of claim 42 wherein
determining the orientation of the head from the facial image
further comprises determining a location of facial features in
the facial image, and determining the orientation of the head
based at least in part on relative locations of the facial fea-
tures.

45. The computer readable medium of claim 40 wherein
the assumed orientations of the head are spaced by at least five
degrees in at least one of Euler angles (yaw, pitch).

46. The computer readable medium of claim 40 wherein
each specialized expression metric is specialized over a range
of at least +/—ten degrees with respect to at least one of Euler
angles (yaw, pitch) relative to the assumed orientation for that
specialized expression metric.

47. The computer readable medium of claim 23 wherein
determining the set of specialized expression metrics is per-
formed by machine learning engines.
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48. The computer readable medium of claim 47 wherein
the number of specialized expression metrics is greater than
15.

49. The computer readable medium of claim 23 wherein
combining the set of specialized expression metrics to deter-
mine the facial expression metric is performed by a machine
learning engine.

50. The computer readable medium of claim 23 wherein
the facial expression metric does not vary by more than 20%
for orientations of the head ranging across [-20°, 20°] for at
least one of Euler angles (yaw, pitch).

51. The computer readable medium of claim 23 wherein a
correlation metric for the facial expression metric is above 0.9
for orientations of the head ranging across [-20°, 20° | for at
least one of Euler angles (yaw, pitch).

52. The computer readable medium of claim 23 wherein
the facial expression metric comprises a confidence level that
the facial image expresses a predefined facial expression.

53. The computer readable medium of claim 52 wherein
the facial expression metric comprises a probability that the
facial image expresses a predefined facial expression.

54. The computer readable medium of claim 52 wherein
the predefined facial expression is selected from a finite group
of predefined facial expressions.

55. The computer readable medium of claim 54 wherein
the finite group of predefined facial expressions includes
frustration, confusion, and engagement.

56. The system of claim 16 wherein the expression engine
comprises:

a set of specialized expression engines for determining a
set of specialized expression metrics that are an indica-
tion of the facial expression of the facial image, wherein
the set of specialized expression metrics varies with
orientation of the head; and

a combiner module for combining the set of specialized
expression metrics to determine the facial expression
metric.

57. The system of claim 56 wherein each specialized
expression metric is an indication of a facial expression of the
facial image assuming a specific orientation of the head, and
the different specialized expression metrics correspond to
different assumed orientations of the head.

58. The system of claim 57 wherein the expression engine
further comprises:

a pose detection module for determining the orientation of
the head from the facial image, wherein the combiner
module combines the set of specialized expression met-
rics based on the determined orientation of the head and
the assumed orientations for each of the specialized
expression metrics.

59. The system of claim 57 wherein the assumed orienta-
tions of the head are spaced by at least five degrees in at least
one of Euler angles (yaw, pitch).

60. The system of claim 57 wherein each specialized
expression engine is specialized over a range of at least +/-ten
degrees with respect to at least one of Euler angles (yaw,
pitch) relative to the assumed orientation for that specialized
expression engine.

61. The system of claim 56 wherein the specialized expres-
sion engines are machine learning engines.

62. The system of claim 61 wherein the number of special-
ized expression engines is greater than 15.

63. The system of claim 56 wherein the combiner module
is a machine learning engine.

64. The system of claim 56 wherein the facial expression
metric comprises a confidence level that the facial image
expresses a predefined facial expression.
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65. A computer-implemented method for automatically
recognizing facial expressions, the method comprising:

accessing a facial image of a head; and

determining a facial expression metric for the facial image

from the facial image, wherein the facial expression
metric is an indication of a facial expression of the facial
image and a Pearson correlation coefficient for the facial
expression metric is above 0.9 for orientations of the
head ranging across [-20°, 20°] for at least one of Euler
angles (yaw, pitch).

66. The computer-implemented method of claim 65
wherein determining the facial expression metric for the
facial image comprises:

determining a set of specialized expression metrics that are

an indication of the facial expression of the facial image,
wherein the set of specialized expression metrics varies
with orientation of the head; and

combining the set of specialized expression metrics to

determine the facial expression metric.

67. The computer-implemented method of claim 66
wherein each specialized expression metric is an indication of
a facial expression of the facial image assuming a specific
orientation of the head, and the different specialized expres-
sion metrics correspond to different assumed orientations of
the head.

68. The computer-implemented method of claim 67
wherein determining the facial expression metric further
comprises:

determining the orientation of the head from the facial

image, wherein combining the set of specialized expres-
sion metrics is based on the determined orientation of
the head and the assumed orientations for each of the
specialized expression metrics.

69. The computer-implemented method of claim 67
wherein the assumed orientations of the head are spaced by at
least five degrees in at least one of Euler angles (yaw, pitch).

70. The computer-implemented method of claim 67
wherein each specialized expression metric is specialized
over arange of at least +/-ten degrees with respect to at least
one of Euler angles (yaw, pitch) relative to the assumed ori-
entation for that specialized expression metric.

71. The computer-implemented method of claim 66
wherein determining the set of specialized expression metrics
is performed by machine learning engines.

72. The computer-implemented method of claim 71
wherein the number of specialized expression metrics is
greater than 15.

73. The computer-implemented method of claim 66
wherein combining the set of specialized expression metrics
to determine the facial expression metric is performed by a
machine learning engine.

74. The computer-implemented method of claim 66
wherein the facial expression metric comprises a confidence
level that the facial image expresses a predefined facial
expression.

75. A non-transitory computer readable medium contain-
ing instructions that, when executed by a processor, execute a
method for automatically recognizing facial expressions, the
method comprising:

accessing a facial image of a head; and

determining a facial expression metric for the facial image

from the facial image, wherein the facial expression
metric is an indication of a facial expression of the facial
image and a Pearson correlation coefficient for the facial
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expression metric is above 0.9 for orientations of the
head ranging across [-20°, 20°] for at least one of Euler
angles (yaw, pitch).

76. The computer readable medium of claim 75 wherein
determining the facial expression metric for the facial image
comprises:

determining a set of specialized expression metrics that are
an indication of the facial expression of the facial image,
wherein the set of specialized expression metrics varies
with orientation of the head; and

combining the set of specialized expression metrics to
determine the facial expression metric.

77. The computer readable medium of claim 76 wherein
each specialized expression metric is an indication of a facial
expression of the facial image assuming a specific orientation
of the head, and the different specialized expression metrics
correspond to different assumed orientations of the head.

78. The computer readable medium of claim 77 wherein
determining the facial expression metric further comprises:

determining the orientation of the head from the facial
image, wherein combining the set of specialized expres-
sion metrics is based on the determined orientation of
the head and the assumed orientations for each of the
specialized expression metrics.

79. The computer readable medium of claim 77 wherein
the assumed orientations of the head are spaced by at least five
degrees in at least one of Euler angles (yaw, pitch).

80. The computer readable medium of claim 77 wherein
each specialized expression metric is specialized over a range
of at least +/—ten degrees with respect to at least one of Euler
angles (yaw, pitch) relative to the assumed orientation for that
specialized expression metric.

81. The computer readable medium of claim 76 wherein
determining the set of specialized expression metrics is per-
formed by machine learning engines.

82. The computer readable medium of claim 81 wherein
the number of specialized expression metrics is greater than
15.

83. The computer readable medium of claim 76 wherein
combining the set of specialized expression metrics to deter-
mine the facial expression metric is performed by a machine
learning engine.

84. The computer readable medium of claim 76 wherein
the facial expression metric comprises a confidence level that
the facial image expresses a predefined facial expression.

85. The system of claim 21 wherein the expression engine
comprises:

a set of specialized expression engines for determining a
set of specialized expression metrics that are an indica-
tion of the facial expression of the facial image, wherein
the set of specialized expression metrics varies with
orientation of the head; and

a combiner module for combining the set of specialized
expression metrics to determine the facial expression
metric.

86. The system of claim 21 wherein the facial expression
metric does not vary by more than 20% for orientations of the
head ranging across [-20°, 20°] for at least one of Euler
angles (yaw, pitch).

87. The system of claim 21 wherein a correlation metric for
the facial expression metric is above 0.9 for orientations of the
head ranging across [-20°, 20°] for at least one of Euler
angles (yaw, pitch).



