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1
METHOD AND APPARATUS FOR CAMERA
NETWORK CALIBRATION WITH SMALL
CALIBRATION PATTERN

RELATED APPLICATION(S)

This application claims the benefit of Korean Patent Appli-
cation Nos. 10-2011-0070354 and 10-2012-0038466, filed
on Jul. 15, 2011 and Apr. 13, 2012, respectively, which are
hereby incorporated by references as if fully set forth herein.

FIELD OF THE INVENTION

The present invention relates to a camera calibration tech-
nology, and more particularly, to an apparatus and a method
for calibrating a camera network with a plurality of small
calibration patterns that are disposed around a calibration
target to be three-dimensionally reconstructed.

BACKGROUND OF THE INVENTION

A camera calibration operation, which calculates an inter-
nal variable and external variable of a camera, is an operation
that is required to be performed prior to all operations of
calculating Three-Dimensionally (3D) information with a
camera.

Although various camera calibration methods have been
proposed to date, a camera calibration method with calibra-
tion patterns can guarantee the most stable and precise result.
However, when a target object to be three-dimensionally
reconstructed has a large size, a calibration pattern increases
in proportion to the target object. Such a large calibration
pattern has limitations in maintenance and management
thereof, and moreover, cost expended in manufacturing the
large calibration pattern is inversely proportional to the
degree of precision, whereby there is a limitation in establish-
ing a camera calibration system.

To overcome such limitations, a method has been proposed
that moves a light point with a user’s hand to simultaneously
capture the light point with a plurality of cameras, and then
calibrates the captured images of the light point in a self-
calibration scheme. Such a method, however, has a limitation
in that time synchronization for capturing the light point
among the cameras needs to be achieved.

To overcome limitations that occur in manufacturing a
3D-structure calibration pattern, a method using a calibration
pattern of a Two-Dimensional (2D) structure has been pro-
posed. However, the method using the 2D-structure calibra-
tion pattern also has a limitation in that the size of the cali-
bration pattern increases in proportion to that of a target to be
captured, and has a reduced degree of precision that is
required in measuring the relative position of at least one
camera disposed around the target.

Therefore, in three-dimensionally reconstructing a large
target object using a camera network, there is a need to avoid
the increase in a size of a calibration pattern for reconstruction
in proportion to a size of the large target object.

SUMMARY OF THE INVENTION

In view of the above, the present invention provides an
apparatus and method for calibrating a camera network with
a plurality of small calibration patterns that are disposed
around a calibration target to be three-dimensionally recon-
structed.
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In accordance with a first aspect of the present invention,
there is provided a method for calibrating a camera network,
which includes:

generating a projection matrix by each of cameras in
respect of a calibration pattern at different positions where the
calibration pattern in disposed;

producing a portion of the projection matrix as a sub-
projection matrix;

arranging sub-projection matrixes widthwise and length-
wise to generate one sub-measurement matrix;

performing a singular value decomposition (SVD) on the
sub-measurement matrix to change the sub-measurement
matrix into a matrix having a rank of 3;

performing a SVD on the changed sub-measurement
matrix; and

extracting a rotation value of each calibration pattern, and
an internal parameter and a rotation value of each camera to
calibrate the camera network.

In the embodiment, the sub-projection matrix corresponds
to a fore 3x3 portion of the projection matrix, and is generated
by the number of cameras for the calibration pattern at a
position.

In the embodiment, the extracted rotation value of the
calibration pattern, the extracted internal parameter and rota-
tion value of each camera, and the projection matrix are used
to calculate a translational movement value of the camera and
a translational movement value of the calibration pattern.

In accordance with a second aspect of the present inven-
tion, there is provided an apparatus for calibrating a camera
network, which includes:

a sub-projection matrix generation unit configured to
receive a projection matrix, which is generated by each of
cameras in respect of a calibration pattern at different posi-
tions where the calibration pattern is disposed, to generate a
portion of the projection matrix as a sub-projection matrix;

a sub-measurement matrix generation unit configured to
arrange sub-projection matrixes generated by the sub-projec-
tion matrix generation unit widthwise and lengthwise to gen-
erate one sub-measurement matrix;

an optimization unit configured to perform a singular value
decomposition (SVD) on the sub-measurement matrix to
change the sub-measurement matrix to a matrix having a rank
of 3; and

a calibration unit configured to perform an SVD on the
changed sub-measurement matrix to extract a rotation value
of the calibration pattern and an internal parameter and a
rotation value of each camera, thereby calibrating the camera
network.

In the embodiment, the sub-projection matrix generation
unit generates a fore predetermined 3x3 portion of the pro-
jection matrix as the sub-projection matrix, and the sub-
projection matrix is generated by the number of cameras for
the calibration pattern at a position.

In the embodiment, the calibration unit calculates a trans-
lational movement value of the camera and a translational
movement value of the calibration pattern, by using the rota-
tion value of the calibration pattern, the internal parameter
and rotation value of the each camera, and the projection
matrix.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects and features of the present
invention will become apparent from the following descrip-
tion of embodiments given in conjunction with the accompa-
nying drawings, in which:



US 9,185,401 B2

3

FIG. 1 is an exemplary diagram of a camera network sys-
tem to which the present invention is applied;

FIG. 2 is a block diagram of an apparatus for calibrating a
camera network in accordance with an embodiment of the
present invention;

FIG. 3 is an exemplary diagram of a calibration pattern in
accordance with an embodiment of the present invention;

FIG. 4 illustrates that a camera network captures the cali-
bration patterns disposed at different position;

FIG. 5 is an exemplary diagram illustrating captured
images of the calibration patterns;

FIG. 6 is a conceptual diagram describing principle of a
camera network calibration in accordance with an embodi-
ment of the present invention; and

FIG. 7 is a conceptual diagram describing a principle of
correcting an error occurred in manufacturing a calibration
pattern in accordance with an embodiment of the present
invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Hereinafter, embodiments of the present invention will be
described in detail with reference to the accompanying draw-
ings so that they can be readily implemented by those skilled
in the art.

FIG. 1 is an exemplary diagram of a camera network sys-
tem to which the present invention is applied, and FIG. 2
illustrates a block configuration of an apparatus for calibrat-
ing a camera network in accordance with an embodiment of
the present invention.

As shown in FIG. 1, in a camera network system, a small
calibration pattern 120 that is designed and manufactured in a
3D structure is arbitrarily disposed while being moved at a
plurality of different positions in a photography zone, and
captured by a camera network having a number of cameras
110 that are located around the calibration pattern 120. The
captured images of the calibration pattern 120 are then pro-
vided to an apparatus for calibrating the network camera
shown in FIG. 2, which may be remotely located from the
camera network.

FIG. 2 illustrates a block diagram of an apparatus for
calibrating a camera network in accordance with an embodi-
ment of the present invention.

The apparatus for calibrating a camera network is used for
three-dimensionally reconstructing a calibration target such
as a person or an object that is located at the center in the
photography zone. The apparatus includes sub-projection
matrix generation unit 100, a sub-measurement matrix gen-
erator 102, an optimization unit 104, and a calibration unit
106.

When capturing the calibration pattern 120 with the cam-
era network, one projection matrix is calculated for each of
the cameras 110 with respect to one calibration pattern 120
located at a position. Therefore, when the calibration patterns
120 is disposed at a plurality of different positions in which
the calibration pattern is moved in the photography zone, a
corresponding number of projection matrixes are calculated
for each of the cameras 110.

The sub-projection matrix generation unit 100 generates a
sub-projection matrix as a fore 3x3 portion of a projection
matrix.

A sub-measurement matrix generation unit 102 arranges a
plurality of sub-projection matrixes, which have been mea-
sured as described above, widthwise and lengthwise to gen-
erate one matrix, i.e., a sub-measurement matrix. By adjust-
ing sub-projection matrixes respectively corresponding to
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factors of the sub-measurement matrix in order for a matrix
equation to become 1, the sub-measurement matrix needs to
be a matrix having a rank of 3.

However, the rank cannot become 3 due to image noise,
and thus, the optimization unit 104 performs the following
optimization operation. The optimization unit 104 performs
singular value decomposition (SVD) on a sub-measurement
matrix, and generates a matrix which is closest to the sub-
measurement matrix and whose rank is 3, on the basis of the
result of the SVD. Subsequently, the calibration unit 106
again performs an SVD on a sub-measurement matrix which
has been undergone the optimization operation and whose
rank is 3, and extracts an internal parameter and rotation value
of each camera 110 and a rotation value of the calibration
pattern 120 disposed at an arbitrary position, on the basis of
the result of the SVD. At this point, the calibration unit 106
calculates a translational movement value of each camera 110
and a translational movement value of the calibration pattern
120 by using the SVD result and the projection matrix.

Hereinafter, the camera network calibration of the present
invention will be described with reference to FIGS. 2 to 7 in
more detail.

First of all, the present invention requires the calibration
pattern 120 with a 3D-structure as illustrated in FIG. 3.
Although such a calibration pattern 120 is not restricted in
type, the calibration pattern needs to have two or more planes
to be viewed in any direction and requires satisfying one of
following requirements. First, the calibration pattern should
have three reference points on respective two planes which
are not placed in a straight line. Second, the calibration pat-
tern should have two reference points on one plane and four
reference points on another plane, wherein any three of the
four reference points are not placed in a straight line. In the
calibration pattern 120 illustrated in FIG. 3, two or more
planes can be viewed in any direction and more than three
reference points which are not in a straight line are disposed
on one plane. Therefore, a relevant condition can be satisfied.
Therefore, a relevant condition can be satisfied.

Such a calibration pattern 120, as illustrated in FIG. 4, is
disposed while being moved at different positions in a pho-
tography zone, and images of the calibration pattern 120 are
captured at the different positions by the cameras 110. Here,
as the different positions in which the calibration pattern is
disposed increase, a good calibration result can be obtained.
FIG. 5 illustrates an exemplary diagram in which captured
images of the calibration pattern 120 are made at the different
positions.

In FIG. 6, when x indicates a reference point on a calibra-
tion pattern 120 of which position has been extracted from an
image of'the calibration pattern and X indicates a 3D position
in an arbitrary world coordinate system of the reference point
on the calibration pattern 120, the reference point x may be
calculated as expressed in the following Equation (1).

x=K [Rt]X=MX (1
where K is an internal parameters of each camera 110; R is a
rotation matrix corresponding to a position of each camera
110; and tis a position vector corresponding to the position of
each camera 110. A combination of the rotation matrix and
position vector is collectively referred to as an external
parameter of the camera 110. A sign ‘=’ is used as being equal
in meaning only up to the relative sizes of factors of a matrix.

x in Equation (1), as illustrated in FIG. 6, may be calculated
as expressed in the following Equation (2).
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where X, is 3D coordinates of reference points in a reference
coordinate system on the calibration pattern, S is a rotation
matrix corresponding to a position of the calibration pattern,
and v is a position vector corresponding to the position of the
calibration pattern.

As illustrated in FIG. 6, a camera projection matrix that
satisfies a relational equation such as the following Equation
(3) may be obtained for each camera 110 at the position of the
calibration pattern.

S v
o 1

©)

X K[Rt][ }Xn,f

= MNX,yf

= PXef

where a matrix P that is calculated by multiplying a matrix M
and a matrix N is referred to as a projection matrix. The
projection matrix may be calculated by a direct linear trans-
form (DLT) in the computer vision field. A matrix, which is
calculated for an i-th camera and a j-th calibration pattern, is
referred to as a projection matrix P;.

Let’s denote a fore 3x3 portion of the projection matrix as
H/, which is referred to as a sub-projection matrix. In order
for a matrix equation of the sub-projection matrix to become
1, the sub-projection matrix is multiplied by a constant p;
expressed as the following Equation (4).

p/=det(H/)~"* Q)

Subsequently, the sub-projection matrix is arranged width-
wise and lengthwise as expressed the following Equation (5).
Such a matrix is referred to as a sub-measurement matrix.

H ... HP ®

H. ... H!

m

where m is the number of cameras 110, and n is the number of
pattern positions 120. If a calibration pattern disposed at a
specific position j is not viewed from a position of a specific
camera i, a sub-projection matrix may be calculated as
expressed in the following Equation (6).

Hf=H]E) " 1Y Q)

where it is assumed that H/, H,/, and H/ are calculated.
Such a sub-measurement matrix needs to have a rank of 3
with a relational equation such as the following Equation (7).

H ... H} a KR, o
: D= : [st... 8"
H. ... H A KRy
where a, (Wherei=1, ..., m)is anarbitrary constant. However,

a rank cannot accurately become 3 due to noise in measuring
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a reference point in the captured image of the calibration
pattern 120, and thus, an optimization is performed as fol-
lows. An SVD is performed on the sub-measurement matrix,
and the SVD result may then be expressed as the following
Equation (8).

®)

In this case, a matrix which is closest to the above-de-
scribed matrix and whose rank is 3 may be calculated as
expressed in the following Equation (9).

T
U3mx3nD3nx3n V2nx3n

[_/Smx3\/5.{r_/2nx3\/b} T=Usp3 Vo™ (©)]

where VD is diag(VG,,VG,, VD,), U,,., is a matrix that has
been obtained by leaving only the fore three columns of
Us;,.x3,and V5, - is amatrix that has been obtained by leaving
only the fore three columns of V,,_5,.. In this way, a sub-
measurement matrix may be expressed as the multiplication
of'two matrixes. As expressed in the following Equation (10),
there are the types out of number due to an arbitrary matrix T.

Oz DXL Pos”)
However, the matrix T may be calculated as expressed in
Equation T=VDR,,. Here, R,, is associated with the setting of
an arbitrary world coordinate system, and may be used as an
arbitrary unit matrix. When let’s be U, =U 7. .. U0
and V,,."=[U,”...U,%], K, and R, may be calculated with
RQ-decomposition of U,7, and & may be obtained by calcu-
lating a rotation matrix closest to T"leT .
In this case, when h/ is a fourth column of the projection
matrix P/, a relational equation such as the following Equa-
tion (11) is obtained.

(10)

(1n

In this case, u/=det(K,)"** may be calculated. t, and v may
also be calculated through the relational equation. Through
the above procedure, all desired factors have been calculated.
Now, the factors may be more accurately calculated by geo-
metrically optimizing the results that have been calculated
with the algebraic relationship. First, a cost function to be
optimized is defined with a re-projection error as expressed in
the following Equation (12).

Pijhij:Hj(KfRi"i"'Kili)

n o . ) 12
[l -3 &i, Riv 6 87,07, X0

I erd

s

E

where R/ corresponds to an index of a reference point on the
calibration pattern 120 when the calibration pattern disposed
at a j-th position is viewed from an i-th camera. %/* is a
coordinate of a reference point that has been measured when
noise is being included in the image of the calibration pattern,
%/* is a re-projection coordinate of a specific reference point
on the calibration pattern that has been calculated with a
predetermined factor. Let’s the result calculated with the
algebraic relationship be an initial value, and a position of a
first calibration pattern be fixed as a constant. And then, an
optimization operation based on the Levenberg-Marquardt
algorithm is performed on the above-described cost function,
thereby obtaining the parameters more precisely.

However, a fine error may occur in manufacturing calibra-
tion pattern, and is mostly caused by a position error of each
plane in the calibration pattern. A method of correcting the
error is as follows.

First, as illustrated in FIG. 7, a rotation matrix R, and a
position vector t, indicating a position of each plane k are
defined in a reference coordinate system on the calibration
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pattern. Hence, a new cost function including these factors R,
and t, may be defined. Let’s initial values of the factors R, and
t, be a unit matrix and a zero vector, respectively. And then, an
optimization operation is performed on the new cost function
based on the Levenberg-Marquardt algorithm, whereby R,
and t, may be calculated.

In FIGS. 6 and 7, § indicates a rotation matrix of the
calibration pattern at j-th position and v/ indicates a position
vector of the calibration pattern at j-th position.

In this case, when lens distortion additionally occurs in a
camera, a factor of the lens distortion is added to the cost
function, and with an initial value of the factor as 0, the lens
distortion factor may be calculated by performing the opti-
mization operation.

In accordance with the embodiment, in calibrating a cam-
era network with a plurality of small calibration patterns, the
small calibration patterns are disposed around a calibration
target to be three-dimensionally reconstructed and, a plurality
of cameras generates a plurality of matrix values in respect to
the small calibration patterns. Therefore, the present inven-
tion enables the easier calibration of the camera network
around the target object for three-dimensionally reconstruct-
ing an arbitrary object and person.

Moreover, in calibrating a camera network, a large-size
calibration pattern is not required even when a calibration
target is large, and thus, cost and effort expended in maintain-
ing and managing a calibration pattern may be decreased.
Also, the embodiment may overcome limitations in the
degree of precision and cost that become problems in manu-
facturing a large calibration pattern, thus saving the establish-
ment cost of a camera network system and enhancing the
work efficiency of a worker.

While the invention has been shown and described with
respect to the embodiments, the present invention is not lim-
ited thereto. It will be understood by those skilled in the art
that various changes and modifications may be made without
departing from the scope of the invention as defined in the
following claims.

What is claimed is:

1. A method for calibrating a camera network, the method
comprising:

generating a plurality of projection matrices, each projec-

tion matrix being generated for a calibration target posi-
tion by a camera of the camera network;

producing a portion of a projection matrix as a sub-projec-

tion matrix;

arranging a plurality of sub-projection matrices widthwise

and lengthwise to generate one sub-measurement
matrix;

performing, by an optimization unit, a first singular value

decomposition (SVD) on the sub-measurement matrix;
generating a matrix having a rank of 3 that is closest to the
sub-measurement matrix from a result of the first SVD;
performing, by a calibration unit, a second SVD on the
matrix having the rank of 3 to produce a second SVD
result; and

using the second SVD result to extract a rotation value of

each calibration pattern, and an internal parameter and a
rotation value of each camera to calibrate the camera
network.
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2. The method of claim 1, wherein the sub-projection
matrix corresponds to a 3x3 portion of the projection matrix.

3. The method of claim 1, wherein the sub-projection
matrix is generated by the camera network for the calibration
pattern at a position.

4. The method of claim 1, wherein the extracted rotation
value of the calibration pattern, the extracted internal param-
eter and rotation value of each camera, and the projection
matrix are used to calculate a translational movement value of
the camera and a translational movement value of the calibra-
tion pattern.

5. An apparatus for calibrating a camera network, the appa-
ratus comprising:

a sub-projection matrix generation unit configured to
receive a projection matrix, which is generated by a
camera of the camera network with respect to a calibra-
tion pattern position, and to generate a portion of the
projection matrix as a sub-projection matrix;

a sub-measurement matrix generation unit configured to
arrange a plurality of sub-projection matrices generated
by the sub-projection matrix generation unit widthwise
and lengthwise to generate one sub-measurement
matrix;

an optimization unit configured to perform a first singular
value decomposition (SVD) on the sub-measurement
matrix and to generate a matrix having a rank of 3 that is
closest to the sub-measurement matrix from a result of
the first SVD; and

a calibration unit configured to perform a second SVD on
the matrix having the rank of 3 to produce a second SVD
result, and to extract a rotation value of the calibration
pattern and an internal parameter and a rotation value of
each camera using the second SVD result, thereby cali-
brating the camera network.

6. The apparatus of claim 5, wherein the sub-projection
matrix generation unit generates a predetermined 3x3 portion
of the projection matrix as the sub-projection matrix.

7. The apparatus of claim 5, wherein the sub-projection
matrix is generated by camera network for the calibration
pattern at a position.

8. The apparatus of claim 5, wherein the calibration unit
calculates a translational movement value of the camera and
a translational movement value of the calibration pattern, by
using the rotation value of the calibration pattern, the internal
parameter and rotation value of each camera, and the projec-
tion matrix.

9. The method of claim 1, wherein the calibration pattern
has at least two planes, and at least three reference points
disposed on the at least two planes, the at least three reference
points being offset from one another so that they are not
arranged in a straight line.

10. The apparatus of claim 5, wherein the calibration pat-
tern has at least two planes, and at least three reference points
disposed on the at least two planes, the at least three reference
points being offset from one another so that they are not
arranged in a straight line.

#* #* #* #* #*



